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INTRODUCTION

Ttle Institute fi>r (:oml)uter Apt)lieations in Science and Engineering (ICASE)* is operated at the Langley

Research Center (LaRC) of NASA by the Universities Space Research Association (USRA) un<ter a contract:

with the Center. USRA is a nonprofit eons<>rtium of major U.S. colleges and universities.

The Institute conducts unclassified basic research in applied mathematics, numerical analysis an<t algo-

rithnl development, fluid inechanics, and computer science in order to extend an(t imtu'ove t)rol)lenl-solving

('at)a})ilities in science and engineering, particularly in the areas of aeronautics and st)ace research.

ICASE has a small permanent staff. Research is conducted i)rimarily by visiting scientists fi'om univer-

sities and industry who have resident at)l)ointments for lilnited periods of time as well as t)y visiting an(t

resident consultants. Members of NASA's research staff may also be residents at ICASE for limited periods.

The nmjor categories of the current ICASE research program are:

* Applied and nlHnerieal nmthenlatics, including nmltidisciplinary design optimization;

• Theoretical and comt)utational research in fluid mechanics in selected areas of interest to LaRC,

such as transition, turl)ulence, flow control, and acoustics; and

• Applied computer science: system software, systems engineering, and parallel algorittuns.

ICASE reports are primarily considered to be preprints of manuscripts that have been submitted to

appropriate research journals or that are to appear in conference proceedings. A list of these reports for the

period April 1, 1999 through September 30, 1999 is given in the Reports and Abstracts section which follows

a brief des('ription of the resear('h in progress.

*ICAS[:. is operated at NASA Langley Research Center, tiarnpton. VA. under lt,e National Aeronautics anti Space Adminis-

Iratitm, NASA Contract No. NAS1-97046. Financial support was provided t_y NASA C()ntract Nos. NASI-97046, NASI-19,180.

NASt-18(;05. NASI-18107. NASI-17070, NASI-17130. NASl-15810, NAS1-16394, NASI-14101, an<t NAS1-14472.



RESEARCH IN PROGRESS

APPLIED AND NUMERICAL MATHEMATICS

Absorbing Layers for "Far-field Boundary Conditions

Saul Abarbanel

The ability to accurately simulate wave t)henomena is imt)ortant in several physical fields, e.g., electro-

magnetics, ambient acoustics, advected acoustics associated with a mean flow, elasticity, and seismology.

Often, due to linlited computing resources, the numerical sinmlations of such problems must be confined t()

truncated domains mu(:h slnaller than the physical space over which the wave phenonmna take place. In such

cases, spurious numerical reflections of outgoing waves from the boundaries of the numerical domain can

falsify tile computational results. This is particularly trouhlesome in cases where higher order of accuracy is

required bv mo(h' resolution, storage availal)ility, etc. The al)sorbing layer al)proa(:h deals with this type of

problem.

In t)revious work it was shown how, in the two-dimensional case, posing a traveling-plane-was'e solution

allows one to construct the modified partial differential equations in the absorbing layers. Applications were

made to prol)lems in advecte(l acoustics as well as ele(:tromagnetics. In this reporting period the effort

was directed towards extending the work to the three-dimensional case. We were able to construct such

three-dimensional layers in tit(, electromagnetic case. We t)elieve our formulation will turn out to t)e at least

competitive with that based on the Lorentz material apt)roach.

This work is part of ongoing research in collaboration with David Gottlieb and Jan Hesthaven (Brown

University).

Closed-loop Separation Control Using Oscillatory Flow Excitation

Brian G. AUan

Ext)erimental investigations have demonstrated that the introduction of periodic vortical excitations,

slightly upstream of a separated t)oundary layer, can effectively delay boundary layer separation. Recent

ext)eriments hy Seifert have demonstrated flow separation control over a hump model, at high Reynohts

numbers, using the 0.3-meter Transoific Cryogenic Tunnel at NASA Langley. The degree of set)aration

behind the hum t) can he quantified by dCp/dx, a pressure gradient downstream of the hump. Since the

degree of separation is proportional to the aerodynamic lift generated I)y the hump model, the lift can

be controlled by varying the amplitude of the .jet. The ohjective of this investigation is to incorporate

feedback control into the experimental hump system where the closed-loop system will track a given dC_,/dx

COillnlan(t.

A feedback controller was developed using a siml)le dynamic model of the flow system and was designed

to track a desired dCp/dx input command. Wind tunnel ext)eriments using the hump model were conducted

at the 0.3-meter Transonic Cryogenic Tunnel at NASA Langley. The wind tunnel tests were conducted

at a Reynolds number of 16 million and a Math number of 0.25. Open-loop experiments were used to

model the dynainics of the flow system which were then used to design the fee(tt)ack ('ontroller. The closed-

loop experiments demonstrated goo(t tracking and improved transient characteristics as comt)ared to tile

ot)en-loop results.



Future work will involve interactions with other flow control experiments currently being conducted

at NASA Langley. These interactions will incorporate the develotmmnt of control designs for closed-loop

experimental tests of novel flow control devices. This research was conducted in collaboration with .ler-Nan

Juang (NASA Langley), David Raney (NASA Langley). and Avi Seifert (NRC).

Approximations of the Newton Step for Large Scale Optimization Problems

Eyal Ariau

Quasi-Newton methods for large scale optimization problems at'(, powerflfl but suffer an initial slow

convergence rate. Our goal is to develoI0 a new iterative method, for the solution of large scale optimization

problems, that will allow a better approximation for the Newton step right from the first optimization steps.

In the course of the optimization process, systems of linear equations are constructed that contain the

linearized state operator and its adjoint. These have to be solved at each iteration to achieve convergence

of the iterates to the Newton step. We are investigating a defect-correction method to soh,e these systems

of equations for highly ill-conditioned problems with many design variables. Preliminary numerical tests on

the potential small disturbance shape optimization problem are promising.

()ur plan is to further investigate the above method for ai)plieations that are governed by non-linear

equations. This approach can be naturally embedded in a SQP formulation of the problem.

This research was conducted in collaboration with A. Battermann and E. Sachs (Universit/it Trier,

Germany).

Large Scale Aerodynamic Shape Optimization

Eyal Arian

The lmrpose of this work is to develop and apply algorithms which do not require more than a few full

solutions of the flow equations to obtaiI_ the optimum.

()tit approach is to apply approximations in the PDE level to the numerical solution of a practical large

scale optimization pIol)hmL We are working on shape optimization of a 3D geometry using TLNS3D.

This research was conducted in collaboration with V. Vatsa (NASA Langley).

Electromagnetic Interrogation of Structures

H.T. Banks

The detection and characterization of subsurface damage (cracks, internal corrosions, etc.) is an impor-

tant problem in aging structures such as airfoils, etc. In collaboration with scientists in the Nondestructive

Evaluation Branch at NASA, we have developed computational techniques for inverse probleins involving

electroInagnetic interrogation of structures using superconducting quantum interference devices (SQUIDs).

Our approach is to develop reduced-order model computational methods for Maxwell's equations in a

dielectri(' medium to be used in inverse algorithms. To date, we have developed and tested algorithins based

on eddy current interrogation of structures. We use a full Maxwell solver in ANSOFT, which comtmtes

time-dependent fields in terms of a vector magnetic potential A in phaser form. Our reduced-order methods

are based on Karhunen-Loeve or Proper Orthogonal Decomposition (POD) methods in which we "snapshot"

on geometry (length, thickness) of daInages in the form of rectangular voices or nontrivial measure "cracks"

in 2D.

We have made significant t)rogress on this problem and have tested our ideas with simulated SQUID data

fi)r mo(M verification and assessmellt of the ability to identity" an(l characterize simt)le damage geometries in



astructure.Ourfindingssupporttileefficacyofthisaptuoachandoureffortsell morecomt)licated datnage

paradigms are continuing.

Textbook Multigrid Efficiency in CFD

Achi Brandt

Current multigrid solvers for large-scah, steady-state flow problems are still several orders of magnitude

slower than the textbook efficiency. The objective of the research is to diagnose the algorithnfic obsta-

cles responsil)le for this situation, separate thenl through th(, study of careflfily chosen models, and find

conveniellt-to-inq)lenlent cures for each type of obstach'.

Tile current research has conceiltrated on issues related to 1)oundary treatulent and flow stagnation

points, resulting ill the formulation Of several new general techniques, such as: a general test to detect

boundary troubles; general ways to relax near bomMaries and to ('ombine the 1)oundary relaxation with

interior line or plane relaxation scheines; modification to the fine-to-coarse interi)olation procedure near

boundaries whose radius of curvature is conlt)arable to the nleshsize (at h_a(ting and trailing edges, in par-

tieular); and necessary modifications to the relaxation schemes near stagnation points, where the advection

coefficients can no longer he regarded as non-princil)al. Tests with various (nlainly inconlt)ressil)le ) cases

have shown the need for, and tile efficiency of, the new techifiqnes.

Further research on increasingly more comI)licated too(Ms is planned, incorporating growing numl)ers of

advance multigrid devices. This research was conducted in collaboration with J.L. Thomas, T.W. Roberts

and R.C. Swanson (NASA Langley) and B. Diskin (ICASE).

Distributive Relaxation Technique for Navier-Stokes Equations

Boris Diskin

The current Reynolds-averaged Navier-Stokes solvers with multigrid require Oil the order of 1500 residual

evaluations to converge the lift and drag to one percent of their final values in relativel,v simple geonletries.

Complex geometry and/or complex physics simulations need many more residual evaluations to converge,

if indeed convergence can even be attained. On the other hand, solutions to elliptic problenls attained

by the full nlultigrid process require far fewer, on the 2 4 orders, residual-evaluations. Such methods

are called demonstrating the textbook multigrid efficiency (TME), which means that the solutions to the

governing system of equations are attained in conlputatiolml work which is a small (say 10) multiple of the

operation count in the discretized system of equations. The distributive relaxation technique is one of the

most promising techniques for achieving TME in solving complicated computational fluid dynamics (CFD)

problems. In framework of this approach, the system is decomposed into separable, many times scalar.

pieces that can be treated with optinlal methods, hi this period, we systematically studied the distrilmtive

relaxation technique in application to different settings to incompressible and compressible Navier-Stokes

equations.

The two-dinlensional Navier-Stokes equations written in nonconservative form were discretized on stretched

staggered grids. The conlpressible flow multigrid algoritlun separates two convection conlponents from a sys-

tem of the two coupled pressure and internal energy equations. Thus, the relaxation process requires a local

block 2x2 matrix solution at every grid point. TME was demonstrated for viscous compressible and slightly

incompressit)le flows over a fiat t)late and for incompressible and compressible wake flows at low (up to

0.7) Math nunlt)ers. All the applications were inade for flows at laminar Reynolds numt)er of 10,000. As a

ste t) towards developnmnt of a general at)proach, we have repeated the results due to Brandt and Yavneh



demonstratingTMEforenteringincompressibleEulerflowsat largeanglesofattack.Theauthorsshowed
that thestandardmultigridV-cycleis notfastenoughandsuggestedusingtheW-cycle.Wederivea series
oftestprobhmlsaimedto separatepossihlesourcesoftheV-cycleslowdown.Amongotherfindings,wehaw_
realizedtheimportanceof localboundaryrelaxationsandhavedemonstratedthat theF-cycleisat leastas
efficientastheW-cych:,lint substantiallylessexpensive.

Wearegoingto continuethisresearchonoptimalmethodsfor CFDprol_lems.Tilenearestgoalsahead
areto attackstagnationflowsandcompressibleflowsforall subsonicvaluesof Mathnumberandanglesof
atttack.

ThisresearchwasconductedincollaborationwithJ.L.Thomas(NASALangley).

Graphical User Interface for a MATLAB System Identification Toolbox

Kerry Hustol_.

.ler-Nan Juang of NASA Langley created his system identification toolbox to allow users to perform

system identification on various types of inlmt and output data. Tile toolbox can perform system ID on

time data, pulse response data, or a fi'equency response function. The progranls contained in the toolbox

are powerflfl, lint not user-friendl}. The purpose of this work was to develop a graphical user interface for

the MATLAB toolbox to make it more user-friendly.

The graphical user interface was programmed in MATLAB using the Guide progranL The GUI allows

the user to enter files, perform system ID, and display results for various types of data. Both MAT and

ASCII data file formats are supt)orted by the GUI. The completion of this GUI allows a user unfamiliar with

the tuner workings of the toolbox to perform system identification.

In tt,e flmlre, system ID toolbox will be utilized to gain a greater understanding of system identification.

Approximation Management in Engineering Optimization

R. Michael Lewis

Great progress has been made in the ability to accurately and faithfully simulate the behavior of physical

and engineering systems. However, the enorinous computational cost of such simulations makes it impractical

to rel.v exclusively on high-fidelity simulations for the purpose of design optimization. Our objective is to make

as Inuch use as possible of models of lower physical fdelity, but lower computational cost, with only occasional

recourse to expensive, high-fidelity simulations. This is in keeping with one tenet of nonlinear programming:

that one should try to avoid doing too much work when far from an optimizer, since knowledge of the general

trends in the objective and constraints can sutiice to make progress in the optimization. Moreover, the use

of approximation models is in keeping with engineering practice, where models of lower fidelity are widely

used in preliminary design to explore the design space.

\_,_, have previously dewqoped a trust, region approximation managenmnt framework (AMF) for the use of

general non-quadratic approximations in optimization that insures robust global behavior. The significance

of this work is that it is one of the few systematic approaches to the use of non-quadratic approximations

and surrogates in nonlinear progralnming and the first attempt to provide an analytical justification for such

strategies.

We have recently completed preliminary numerical tests of the AMF for two aerodynamic optimization

Im_hteIns. Tile frst is a constrained aerodynamic optimization t)roblmn for a 3D wing, and the second is

a constrained aerodynamic optimization for a 2D airfoil. For each problem, two fidelities of models were

imph,mented based on two levels of mesh discretization.



WehaveimplenmntedthreeAMF,oneba_sedonanaugmentedLagrangianalgorithm,onebasedonan
SQPalgorithn_witha.n(1-penalty function as tile merit function, and one based on a multi-level nonlinear

programming method due to Alexandrov. All of these approaches yielded promising results, with speed-ups

of about 3 for the wing problem, and speed-ups of about 2 for the airfoil problem.

We believe we can improve these results by relaxing the degree of Ol)timization t)erformed in the AMF

subproblem, which involves the minimization has('(t on the h)wer-fidelity at)l)roximation. We are currently

solving this problem to a high degree of t)recision; however, we nee(t only solve it to a t)oint that yields a

suitable improvement in the merit function for the high-fi(Mity t)rol)lem. We at'(' currently inv(,stigating this

question, as well as pret)aring for tests on more challenging aerodynamic optimization an(l nmltidisciplinary

l)roblenls.

This research was coiMucte(t in collaboration with Natalia Alexandrov, Larry Green, Clyde Gumbert,

and Perry Newman (NASA Langley).

Probabilistic Methods in MDO

R. Michael Lewis

Many practical design optimization problems include an element of uncertainty. For instance, operating

conditions might not be known in advance or may I)e inherently variable. Material properties may be

stochastic. There may also be modeling errors. Moreover, design ()ptimization that ignores uncertainty and

probabilistic elements will tend to produce designs that are not robust.

Effective techniques for probabilistic design ha_,e been develot)ed in tile field of structural reliability.

Probabilistic design, in which as one posits that tim uncertain quantities are stochastic variables with known

(or estimable) statistic, is aspect of the general question of design under uncertainty. We have begun an

investigation of whether reliability methods can be applied to problems that are more general than structural

analysis.

We have investigated alternative fornmlations of the most prol)able point (MPP) calculation in reliability

index based design, with the goal of reducing the cost of reliability-based optimization. We have also con-

ducted a preliminary study of applying ideas from reliability-based ot)timization to multipoint aerodynamic

design, where tile Mach number and angle of attack are treated as random variat)les. We began development

of model MDO t)rot)lems with uncertainty. Our frst model prol)lem is a coupled aerodynamic, structural,

and control prol)lem for supersonic flow in a duct.

This research was conducted in (:ollaboration with Sankaran Mahadevan (Vanderbilt University) and

Rakesh Kapania (Virginia Polytechnic Institute and State University).

Pattern Search Methods for Nonlinear Optimization

R. Michael Lewis

Pattern search methods for nonlinear ot)timization have a number of features that make them attractive

for use in engineering ot)timization. These methods are easy to understand and implement, are scalat)ly

parallel, and neither require nor estimate derivatives.

We have previously developed the pattern search algorithms for t)ound and linearly constraint minimiza-

tion, and a pattern search method for general nonlinearly constrained optimization guaranteed to possess

first-order stationary point convergence. We have more recently undertaken imt)lementation of the new.

general (:lasses of pattern search a lgorittm_s. This new implenmntation will allow us to investigate various

algorithmic approaches, as well as ot)portunities for lint)roved computational t)aralMism.



As part of this work we have studied the asymptotic behavior of pattern search methods and dewdoped an

analytical justification for the use of a small pattern size as a practical, yet rotmst, stopping criterion. Based

on comparative tests (conducted at The College of \Villiam & Mary) of various pattern search algorithms

fl)r unconstrained minimization, we also hav(, evidence that pattern search methods that perform n)ore work

per iteration (such as Hooke and .leeves) are, in fact, more efficient overall. These results are guiding our

current development.

This research was conducted in collaboration with Elizabeth Dolan and Virginia Torczon (The College

of William & Mary).

Application of Fuzzy Logic to Tune the Parameters of Generalized Predictive Control

Algorithm

Chaun!l Lin

In the generalized t)redictive control (GPC) algorithm, a control penalty l is introduced to limit the

control effort and stabilize the closed h)op system. Theory and applications both show that the sinaller

the value of l, the I)etter the performan('e of the GPC, which is due to a rather large control magnitude.

However. there is a limitation on the control magnitude and so the performance and control Inagnitude,

can be compromised. Another adjustable parameter is the AutoRegressive eXogeneous (ARX) model order.

Theoretically. the higher the model order, the t)etter the model output prediction. However, when the

model order exceeds a (:ertain number, the model only gains small accuracy improvement and tile required

('onq)utation time becomes rather long, which imposes limitations oil the saml)ling rate using on-linK data. It

is necessary to adopt a proper model order to optimize computation tilne. Previously. these two pmameters

were tuned by trial-an(t-error, which required considerable effort. Therefore. fuzzy logic rules are develol)ed

to tune parameters automatically.

To tune the ('ontrol penalty, the antecedent part of fuzzy rules has two inlmtS, performance index (PI)

and control in(lex (CI). PI is the ratio of root mean squared of system outputs with control to that without

control. CI is the ratio of Inaximum control magnitude to tile allowable control magnitude. The outt)ut of

filzzy rules is the adjustment of tile control penalty. For tuning the model order, three factors are considered

to tune the order. These are the normalized output prediction error (PE), which accounts for model accuracy.

(:hange in PE (CPE), and normalized Inodel order (ORD). In order to reduce tile fuzzy rule COml)h,xity. the

fixzzv rules are arranged in hierarchical structure. The first level's input varial)les are PE and CPE and

output is an order nmltiplier, which is called OUT1. The second level's inputs are ORD and ()UT1 and the

output is a muhiplier that adjusts the result of the first level.

The 1)erformance of tim developed filzzy logic method has been denlonstrated in simulations. The results

are similar to those obtained bv trial-and-error. Tile fllture plan is to implement the rules on the real-tinle

control t)roblem.

Robust Multigrid Methods for the 3D Incompressible Navier-Stokes Equations

lgnacio M. Llorente

Alternating-t)lane smoothers have t)een found to be robust and highly efficient sinoothers for the solution

of anisotrot)ic ellit)tic el)craters even for multi-block grids. We continue the work on alternating-plane

smoothers I)y stu(lying tile at)pli(:al)ility of these m(_thods as smoothers for the Navier-Stokes equations.

Several methods that combine lint)licit point, line, or plane relaxation with partial and filll coarsening

have I)een t)rot)osed in multigri(l literature to solve anisotropic ot)erators and achieve rol)ustness when the



coefficients of a discrete operator can vary throughout the computational domain (due to grid stretching or

variable coefficients). These methods have been always studied using the scalar diffusion-convection equation.

In this way. eonclusioi,s could be obtained to choose the best method for more comt)licated mathematical

models (real models as the incompressibh" Navier-Stokes equations). However. they have been rarely applied

to solve such more complicated models. Our main goal is to eonlpare those robust alternatives for the

incompressible Navier-Stokes equations in a single-block grid with stretching.

A FAS multigrid code to solve tile incomt)ressit)le Navier-Stokes equations is under development. The

discrete equations are obtained using a finite vohnne apI)roach in a staggered grid. For the conwwtive terms.

a first-order U1)wind method ix used. Second-order accuracy is achieved with a defect-correction procedure

based on a QUICK scheme. Tile staggered arrangenmllt was imIflemented due to its accuracy, stability,

and conservation properties. The smoothing ot)erator is a eell-implieit Symmetric Coupled Gauss Seidel

method, where the nlolnentnnl and contimfity equations are relaxed in a coupled manner. This smoother

has been reported to be rotmst and stable tmcause of the coupling between the equations. The code allows

any combination of cell or block relaxation with partial or full coarsening. The 2D prol)lenls in each plane can

also be solved by any combination of cell or line relaxation with fldl coarsening and the 1D problenls are again

solved by multigrid. The work performed will demonstrate the robustness and efficiency of alternating-plane

smoothers even for complicated PDEs.

We intend to continue work on efficient parallel nmltigrid methods for block-structured applications. In

particular, we will compare sinmltaneous and distributiw_ relaxation for the incomt)ressible Navier-Stokes

equations. Following, the study will be extended to (:ompressibh, Navier-Stokes problems.

This research was conducted in collaboration with R.S. Montero (Complutense University of Madrid)

and N.D. Melson (NASA Langley).

A Highly Parallel Multigrid Solver for 3D Upwind-biased Discretizations of Convection-

dominated Problems

Ignacio M. Llorente

Standard multigrid algorithms are known to be highly efficient in solving systems of elliptic equations.

However, multigrid algorithms fail to achieve optimal grid-independent convergence rates for nonelliptie

problems. In many eases, the nonelliptic part of a solver is represented by the advection operator. Down-

stream inarchillg, when it is viable, is the simplest and most efficient way to solw' this operator. However.

in a parallel setting, the sequential nature of the marching degrades the efficiency of the algorithm. The aim

of this research is to evaluate and analyze an alternative highly parallel multigrid solver for a 3D advection

operator using semicoarsening and a colored plane-implicit smoother.

We are currently developing a nmltigrid code to solve the nonlinear 3D diffusion-convection equation

on cell-centered grids in convection-dominated regimes. The multigrid method is based on four-color plane-

implicit smoothers combined with semicoarsening. Well-balanced explicit correction terms are added to

coarse grid operators to maintain on coarse grids the same cross-chm'aeteristie interaction as on the target

(fine) grid. This approach allows an efficient solution (grid independent convergence rate and highly paralM

implementation) for convection-dominated problems even in cases of nonaligmnent, i.e., when the grid lines

do not align with tile characteristic direction.

In order to study the parallel efficiency and scalability of the approach, the code will be implemented

on the Cray TaE, SGI Origin 2000, and the Coral system using MPI.

This research was conducted in collaboration with B. Diskin (ICASE).



Evaluation and Analysis of the Parallelization of a Multigrid 3D Incompressible Navier-Stokes

Solver on the Coral System

l.quacio M. Llorente

C()mtmter clusters have emerged as a cost-effective solution fin" parallel scientific conqmtation. However,

tilt, a('hievat)le perfornlance of Beowulf systems, built using personal coml)uters interconnected by switched

fast ethernet, is not clear when rmming intensive numerical applications. Their lower cache memory size

(16KB L1 and 512KB L2), network t)andwidth (100Mt)it/s), and floating-point l)erformance may reduce the

achievable t)ercentage of their theoretical peak perfornlance. Related to the conmmnication p('rfi)rmance, we

have previously rel)orted that the achievable t)andvidth obtained in a real al)t)lication del)en(ts not only (m

the amount of ('onmumication trot also on how the data are structured in the local memories, due to their

lint)act on the send and receive overheads, and how the network topology is exploited due to contention

t)roblems. Ban(twidth reduction, due to non-unit-stride memory access, and contention in the network may

affect the ot)timal decomposition of structured CFD applications. The aim of this research is t() evaluate

the effect of the local memory use and the communication network exploitation on message sending in the

Coral system an(t study how these results affect the optimal decoml)osition of structured applications.

We have performed conummication tests without network contention to estat)lish the achievable band-

widths, and then, we have modified this base ext)eriment t)y increasing the contention of the network and by

decreasing the spatial locality 1)roI)erties of the messages. Preliminary results show similar bandwidth to the

SGI Origin 2000 when the messages are non-contiguous in memory (ar(mnd 8 Ml)ytes/s). We are currently

analyzing these results, taking into account the underlying architecture (memory hierarchy, microprocessor,

and interconnection network). A t)arallel multigrid solver of the 3D incoml)ressible Navier-Stokes e(tuations

in a staggered grid is under deveh)pment. The MPI code will allow partitioning in any direction in order

to study the optimal decomposition of structured applications on the Coral system. The code imt)lements

a FAS algorithm with a cell-lint)licit Symmetric Coupled Gauss Seidel smoottmr, wher(, the momentum

and continuity equations are relaxed in a coupled Inanner. This study will provide guidance for efficient

programming in the Coral systeni.

The performance results will t)e compared with those obtained on some current parallel computers (Cray

T3E and SGI Origin 2000) considering not only performance issues but also the performance-(:ost ratio.

This research was conducted in collaboration with M. Prieto-Matias (Complutense University of Madrid).

Spatial Structure of Optimal Flow Control

dosip Lon_arid

Designing distributed control systems t)egins with the sensor/actuator placement problem. While in

some situations discrete search of combinatorial complexity seenls unavoidable, contimmm prol)lems suggest

solving a related question. If one could sense everything and actuate everywhere, what should one do'.+ The

answer to this question has l)olynomial comt)lexity (of order N a where N is the mnnber of state variables)

and can serve as the initial effectiveness filter capable of rejecting a large t)ortion of the design search space.

This favorable situation can have several causes depending on the t)ase flow pattern. Our aim is to deveh) I)

effici(,nt numerical t)rocedures to solve this problem for flows in moderate Reynolds number regimes.

In an earlier work. we developed a rational apt)roximation of tim optimal feedback kernel for unsteady

Stok(,s flow. For the flow around a cylinder, this approxinmtion was proven to perform within 0.026 l)ercent

of tit(, exact ot)timunl even in the worst case. Using the vorticity ret)resentation in conformally mal)l)ed

geonmtries, this apt)roximation is decomposed into the analytic free space solution an(l a |)oundary term



which can be evaluated numerically. This procedure was applied to tile NACA 0015 wing. The results

demonstrate a significant contribution of the boundary to the control effort. We investigated the Stokes

preconditioner for the nonzero base flow case. As a first step, we tested this approach on a shear flow

where tile Fourier transforln in the st reamwise direction can be used to simplify the t)rot)lem. We obtained

a number of reduced order models and the eorresl)onding optimal control operators accounted for about 90

percent of the full nmnerical solution.

Tile insight gained ill this study will provide guidance for the developnmnt of numerical schemes for the

flfll NACA 0015 wing case at moderate Reynolds nluuber flows.

The Coral Project

Josip Lon_arid

Tile cost of develot)ing eOnll)lex (:Oml)uter components such as CPUs has t)eeonw st) high that s(:ientifi(:

applications alone cannot carry the full burden. In the titan.e, scientific conlputing will have to us(, mass

market leverage to overcome the cost barrier. A cost-effective alteruative to high-end SUl)er(:omputing was

l)ioneered by Beowulf, a cluster of commodity PCs. By now, high t)erforman(:e Beowulf clusters can be built

using fast colnmodity PCs and switched Fast Ethernet. We want to explore the t)enefits and the limitations

of this approach, base(l on api)lications of interest to ICASE.

Tile initial phase of the Coral t)rojeet, consisting of 32 Pentium II 400 MHz nodes and a dual-CPU

server, demonstrated aggregate peak performance in excess of 10 Gflop/s, with sustained perforniance on

CFD applications of about 1.5 Gflop/s. In order to provide a richer environment for fllrther experinmntation,

a dual-CPU configuration was chosen for the second t)hase of tile Coral project. We have added 32 Pentium

III 500 MHz processors (configured as 16 dual-CPU nodes) and two dual-CPU file servers. The resulting

system contains 64 compute CPUs with an aggregate of 20 GB of RAM and 440 GB of local disk st)ace. Tile

three dual-CPU servers provide an additional 1.5 GB of RAM and 240 GB of disk spa('e.

We had to resolve a nmnber of t)erformance problems with tile new dual-CPU nodes, and tuning contin-

ues. Nonetheless, Coral has an excellent price/perforlnance ratio, ahnost an order of magnitude better than

an equivalent t)roprietary superconq)uter design. This conclusion is based on our ext)erience with a variety of

applications, ranging from coarse-grained domain deconlpositioil (:odes to communi(:ation-intensive parallel

renderers.

For a computer system with this nmch memory and disk capacity, the ability to move data around within

the (:luster. as well as to and fl'om other systenls, becomes an important consideration. In conjunction with

the second phase of the Coral project, we have designed a small gigabit ethernet testbed which will connect the

two large file servers, two of the dual-CPU compute nodes, and one of ICASE's graphics workstations. This

configuration will be used to evaluate price/performance tradeoffs of various gigabit ethernet components,

and to determine the utility of gigabit ethernet for file transfi'rs, chlster I/0. and interactive visnalization.

We plan to finish refining tile t)erformance of tile new nodes and to update the old nodes to Linux

kernel 2.2.12. The cluster will tie used to develop and run research codes of interest to ICASE and NASA

Langley, and to evaluate t)rice/performance tradeoffs among various har(Iware, software, and networking

configurations.

This research was conducted in collaboration with T.W. Crockett, P. Mehrotra. S. Zhou, and M.D. Salas

(ICASE).



Active Shielding and Control of the Environmental Noise

.losip Lon_a_!

Rejection of exterior noise caused by periodic sources such as propellers or turbines would significantly

enhance passenger comfort and reduce noise fatigue on long flights. Passive sound absorbing materials hell) at

high frequencies, but to be effective below at)out 1 kHz their weight penalty becomes signifi(:ant. Active noise

control ('an reduce low frequency noise with less weight penalty. We present the mathematical foundations

of a new a('tive t(,chni(tue for control of the tinm-harmonic acoustic disturbances.

Unlike many existing methodologies, the n(,w aI)proach provides for the exact volumetric cancellation

of the unwanted noise in a given predetermined region of space while leaving those conq_onents of tile total

s(iund fiehl deemed as fi'iendly mlaltered in the saule region. Besides, the analysis allows us to conclude

that to eliminate the unwanted comt)onent of the acoustic field in a given area, one needs to know relatively

little: in particular, neither the locations nor the structure of the external noise sources need to be known.

We constructed the general solution for the aforementioned noise control l)roblenL The apparatus used for

deriving the general solution is closely connected to the concepts of generalized l)otentials and t)oundary

projections of Calderon's type. To prove that the new technique is appropriate, we thoroughly worked out

a sinq)le two-dimensional model examt)le that allows full analytical consideration, in('luding optimalization

of the control eitbrt.

In order to develop numerically comt)utable solutions, we t)lan to describe the discrete framework for

the noise control problem parallel to the continuous one. This discrete frmnework is obtained using the

difference potentials method: in the future it is going to be used for analyzing conq)lex configurations

that originate from practical designs. Once we have computed the solution for a particular configuration,

we intend to investigate the possibilities of optimizing it according to the different criteria that would fit

different t)ractical requirements. We expect to discuss the applicability of the technique to quasi-stationary

problems, filttlr(, extensions to the cases of the broad-band spectra of disturbances, as well as other possible

at)plications which may include different physics, such as electrodynanlics, and different fornmlations of the

1)oundary-value problems, such as scattering.

This research was conducted in collaboration with S.V. Tsynkov (Tel Aviv University, Israel).

Analysis of Lattice Boltzmann Equation: Dispersion, Dissipation, Isotropy, Galilean

Invariance, and Stability

Li-Shi Luo

The method of the lattice Boltzmann equation (LBE) has been applied to various areas in comlmtational

fluid dynami('s. The dynanfics of the lattice Boltzmann equation evolves on a highly symmetric lattice space,

which is usually square in 2D and cubic in 3D. Therefore, the transport properties of the LBE method are

di('tated t))" the synmmtry of the underlying lattice. The present work proposes a general t)rocedure to study

the dispersion, dissipation, isotropy, Galilean invariance, and stability of the LBE method.

We first propose a generalized LBE nine-velocity inodel in two-dimensional space. The model is con-

stru('ted in monlent space instead of velocity space, and possesses a maxinmm nulnber of adjustable param-

(,ters alh)wed I)3- the freedom of the LBE model. We then analyze the dispersion equation of the linearized

evolution olierator to obtain tile generalized hydrodynamics of the model (the wave vector k-dependence of

the transt)ort coefficients). We study the dispersion, dissipation, isotropy, Galilean invariance, and stability

of the LBE Inodel, and ot)timize the properties of tile model by tuning the adjustabl(_ parameters in the

model a('('or(ting t() our linear analysis. \x-_ find that the proposed model is superior to the popular BGK
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LBE model ill terms of stability, isotropy, and Galilean invariance. Various LBE models are also analyzed

and compared with each other.

A paper entitled "Theory of the lattice Boltzmann method: Disl)ersion, dissipation, isotrol)y, Galilean

invariance, and stability," authored by Pierre Lallemand and Li-Shi Luo, is under preparation.

The present work is a result of collal)oration with Pierre Lallemand (Laboratoire ASCI-CNRS, Universitd

Paris-Sud (Paris XI Orsay), France). The present work has tmen flmded by NAgA Langley Research Center

under the progrmn of "hmovative Algorithms for Aerospace Engineering Analysis and Optilnization."

We intend to extent our work to 3D LBE models or other lnore complicated LBE models.

Probabilistic Methods for Multidisciplinary Optimization Under Uncertainty

Sankaran Mahadevan

The planning and design of engineering systems is always done under conditions of uncertainty regarding

operating conditions, system behavior, etc. Traditionally, empirical safety factors have been used in designing

engineering systems for high reliability. The estimation of reliability has been mostly done through testing,

which is feasible for small devices and oquipment, but not for large systems. Recent efforts at developing

physics-based probabilistic computational methods to predict and design for reliability have been successful in

the structures discipline. In this research, we are investigating the extension of these methods to aerodynamic

systems and developing new formulations that allow reliability analysis and uncertainty-based design of

COul)led, multi-disciplinary systems.

In probal)ilistic reliability analysis, the uncertainties are quantified through stochastic (random) variables

with appropriate statistical information. Reliability is computed as tile integral of the joint probability

density flmction over the domain of satisfactory performance. Multi-dimensional integration and Monte

Carlo sinmlation are two strategies for this COml)utation that are very ext)ensive. Therefore, in this research,

we pursue analytical first-order and second-order approximation methods that convert the problem into

one of optinfization, of finding the nfininmm distance of the limit state from tile origin in an equivalent

space of standard normal variables. For single distil)line structures problelns, a quasi-Newton recursive

formula has proved successful. For coupled inulti-disciplinary problems where analysis codes in different

disciplines usually exist separately, a new formulation is necessary. We have developed several alternative

formulations that add or subtract auxiliary optinfization variables (or degrees of freedom) in a manner that is

at)l)licable to multi-discit)linary problems. \_,k_ have developed computer codes in(:orporating these methods

and implemented them for small demonstration probleIns. Based on this, we has'e also develot)ed a new

fornmlation for uncertainty-based design optimization of multi-disciplinary systems.

\Ve t)lan to apply these methods to large multi-discit)linary problems that involve aerodynamics, struc-

tures, heat transfer, and controls disciplines. This effort will include the characterization of different sources

of uncertainty and their incort)oration in system analysis and design. In addition, we plan to investigate

the convergence characteristics of the bi-level problem of design oi)tinfization under t)robabilistic constraints.

This work is done in (:lose (!ollal)oration with R.M. Lewis (ICASE) and R. KapaIfia (Virginia Polytechnic

Institute and State University).

Large Eddy Simulation Using a Parallel Multigrid Solver

Dimitri ,l. Mavriplis

The failure to develo t) a universally valid turbulence model coupled with recent advances in computa-

tional technology have generated a greater interest in the large-eddy simulation approach for comt)uting flows
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withlargeamountsofseparation.Thisapproachinvolvesresolvingthelarge-scaleunsteadyturbulenteddies
downtoauniversallyvalidrangein tilehopeofyieldingamoregenerallyvalidsimulationtool.TheI)urt)ose
ofthisworkis to developalarge-eddysimulationcapabilitybasedonanexistingunstructuredgridNavier-
Stokessolver.Theuseofunstructuredgrids,whichfacilitatesthediscretizationof complexgeometriesand
adaptivemeshingtechniques,isexpectedto enhancetheflexibilityoftheresultingsimulationcapability.

Thefirst stepto develbt)inga large-eddysimulationcapabilityinvolvestile extensionof thecurrently
existingparallelunstructuredinultigridsteady-stateReynolds-averagedNavier-Stokesflowsolverto anun-
steadyReynolds-averagedNavier-Stokesflowsolver.This is achievedbydiscretizingtile timederivative
usinga three-pointbackwardsstencilin time,andsoh,ing thenonlineazequationsat eachtinm-stepwith
thesteady-stateunstructuredinultigridsolutionalgorithm.

Th(,exteIlsionof thesteady-statesolverto handleunst('adyflowshasbeenimi)lenlente(t,andvalidation
iscurrentlyunderway.Theinitial validationcaseconsists of the unstea(ly flow over a ('ir(:ular cylinder, with

emphasis on obtaining tile correct Strouhal number. A grid convergence stu(ty (in tiine and sl)ace) will be

perfornled to deternline the effect of resolution on overall accura('y. These (:omt}utations ar(_ being l)(u-formed

on the ICASE PC cluster. Coral.

Once a validated unsteady Reynolds-averaged Navier-Stokes solver is in hand, the inlt)lementation of a

subgrid scale model will be pursued. This model will be validated by comt)uting several standard decaying

turbulence test cases, and will then be applied to cases of aerodynaini(: interest.

This researt:h was conducted in collaboration with Juan Pelaez (Old Donlinion University).

Scalability of an Unstructured Multigrid Flow Solver Using Various Programming Models

DimitT'i ,1. Mavriplis

Under tile ASCI t)rogram, the need to simulate very large t)roblenls on massively parallel machines

has focused attention on the relative merits of various t)arallelization strategies. The implementations of

interest include the message-passing interface (*iPI) library and the OpenMP parallelization standard. While

OpenMP has been devised for use on shared-menlory architectures. I_iPI can be implenmnted Oil an), type of

architecture, but is primarily attractive for distributed memory architectures. Furtherniore, the emergence

of clusters of shared memory multiprocessors as a viable scientific computing architecture has resulted in

interest in hybrid OpenMP-l_IPI programming models.

The goal of this work is to develol) a parallel unstructured mesh flow solver using both NIPI and OpenMP,

and to examine the scalability of the solver on various architectures using the different programming models

either alone, or in the combined hybrid mode.

An existing unstructured nlultigrid flow solver which was originally parallelized using the MPI approach

has been upgraded to include an OpenNIP parallelization strategy. OpenMP parallelization is a(:hieved

within the existing I_IPI parallel structure, in a two-level nested fashion, hi this nlanner, the same code can

be run in pure ._lPI nlode, in pure ()l)enMP mode, or in t h(, conlbined ()penMP-MPI Inode, which would

seem at)propriate for ('lusters of shared memory multit)rocessors.

Preliminary results indicate that on "t)hysically" shared nlemol'y macilines, such as a Cray SV1. tile

()penMP and 3IPI at)preaches yield similar scalability. On shared m_,nlory ma(:hines with "physically"

dislrii)ut(_(l memory, such as the SGI Origin 2000. the NIPI at)preach at)tl(_ars to scale better at high processor

('()unts.

To date. only very t)relinlinary results have been obtained. More benchmarking on various archite(:tures

is to I)e t)erforIned, and a eh)ser look at the memory t)la('ement issues is required for nlaehines such as
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the SGI Origin 2000. Finally, tile scalability of a hyl)rid two-level OpenMP-MPI application running on fl

large cluster of shared memory multiprocessors is to lie investigated and contrasted with that of a purely

MPI-based approach.

Alternative Techniques for Implicit Residual Smoothing

Cord-Christian Rossow

hnplicit residual smoothing is a means to extend the local stability range of a basic time-stepping scheme.

Most frequently lint)licit residual smoothing is used in combination with explicit Runge-Kutta time-stept)ing

schemes, and t(igether with multigrid acceleration, fast and efficient codes have been devehit)e(t. However,

implicit residual smoothing has mainly been restricted to structured meshes. This is due to the fact that the

{:ell aspect ratio is explicitly needed to derive the smoothing coefficients for the different coordinate directions.

The present work is directed towards the deveh)pment of an implicit smoothing technique whi('h does not

directly require this information. Based on the MAPS (Mach number based Advection Pressure Splitting)

spatial diseretization, a smoothing techni{tue is to be derived which, siinilarly to the original aspect-ratio

based scheme, employs only the solution of scalar equations, however the computation of (:ell aspect ratios

shall be avoide(t.

Several efforts during the last years have tieen fo(:use(t on the development ofdiscretization methods

that coml)ine the accuracy of flux-difference splittings with the robustness of flux vector st)littings. One

recent contribution to this (:lass of hybrid flux splittings is the MAPS schenm. Further research revealed

that the scheme is very similar to the Roe flux-difference splitting, with the exeet)tion that no intermediate

state needs to be computed, and no entrot)y condition is required. It was found that in the original MAPS

formulation only the compressible terms of the Roe-scheme are retained. Including the incompressible terms

of the Roe-scheme into th{, MAPS fornmlation extended MAPS to incompressil/le flows, yielding then the

MAPS+ diseretization.

In the present research, the connection of the MAPS/MAPS+ discretizations with the Roe-scheme

was further exploited. The first topic investigated was tile combination of the MAPS/MAPS+ spatial

discretizations with an impli(:it formulation for the time integration. For implicit schemes the flux Jacobians

need to be evaluated, Which is well-established for the Roe-scheme. Due to the similarity of MAPS/MAPS+

and Roe discretizations, in a first step the discretization of the left-hand side was based on the Roe-scheme.

In order to pave the way for an implicit smoothing technique, tile implicit formulation was incorporated into

the framework of an explicit Runge-Kutta scheme. This was done similarly as j-line preconditioning is usually

implemented into Runge-Kutta schemes. The resulting implicit, linear system for the residuals is solved at

each stage of the Runge-Kutta scheme via simple Jacobi iteration. For the solution of tile Navier-Stokes

equations.it was furthermore f()und necessary to include an ADI-scheme as a preconditioner for the Ja{:obi

iteration. It was essential to t)erform the line-lint)licit solution across the wake region of tile airfoil. The

Jacobi iteration was then used to reduce the factorization error. In combination with multigrid acceleration,

with implicit scheme convergence rates of 0.7 for inviseid flows, rates of 0.82 for turbulent viscous flows

around airfoils were obtained.

The implicit formulation yiehts favoralile convergence rates, however, a large amount of storage is re-

quired for the flux Jacobians. Additionally, the solutk)n of the implicit system requires a considerable amount

of work. Therefore, in the second phase of the research, simplifications of the classical implicit fornnfiation

were sought to derive an lint)licit residual smoothing technique, which is as simple as common lint)licit

residual smoothing schemes, but also generally applicable. First, the original MAPS fornmlation without
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in(:ompressible terms was regarded. Treating tile pressure terms in the nlomentunl equations explicitly,

scalar implicit equations for tile conservative residuals could directly be derived from the MAPS discretiza-

tion. These, lint)licit, scalar equations were incortlorated into the Ilunge-Kutta scheme in the same way as

(lescrib(,d befor(, for tim complete lint)licit systeln. With this implicit smoothing technique. CFL numbers

comparable to standard implicit smoothing schemes were obtained. The technique derived froIn the MAPS

scheme does not require any cell ast)ect ratio information, since it was directly (terived from the spatial

discretization. Further testing of the MAPS smoothing technique how('ver rev('aled, that the smoothing

('()uld only be ('ombined with the original MAPS scheme. Adding the incompressible terms of the MAPS+

schenm resulted in divergence. Furthermore, low Math number preconditioning could not be applied with

this smoothing technique. To resolve these problems, the pressure terms arising in tht" incoInpressible terms

needed to 1)(, inchnled. These terms however lead to a strong coupling of the e(tuations, thus the desiral)le

prot)erty of solving ouly scalar equations in the lint)licit smoothing step would be lost. It was found that

the influence of the incompressible terms coul(l at)proximately t)e taken into account by introducing a term

('onq)rised (if the speed of sound multiplied by the scaling factor of the incompressible terms. With this

modification, the MAPS+ discretization couhl also be used in combination with the new implicit smoothing.

Furth(,rnmre. low Mach number preconditioning could be apl)lied by using the preconditione(1 speed of sound

in the lint)licit smoothing. Note that this a(tditional term is added to each of the scalar equations, thus n(/

coupling of the equations is generated, and the simt)le structure of the smoothing scheme couht be retaine(t.

It was also fi)und thai th(, explicit pressure term could now be dropped. With this simplification, the nu-

merical effort for the new smoothing technique is the same as tor common residual snloothing techniques.

Th(, munerical efficiency observed on structured meshes therefore, was also similar to usual techniques. The

new smoothing technique were then impleinented into an unstrueture(t (:()de. Preliminary computation of

inviscid and viscous flow on hybrid meshes showed the possible increase in CFL number and convergence.

Tile implementation of the newly develot>ed smoothing technique yiel(te<l an increase in CFL number as

observed with usual smoothing techniques. When implemented into the unstructured (:()de, the increase in

CFL number was also observed. However, in combination with nmltigrid acceleration, after a fast decrease

of the mean residual by about four or(lers of magnitude, the asymptotic convergence degraded in contrast

to the structured code. Thus, tile multigrid imt)lementation of the unstructured code needs to be checked.

Furthermore, it was found that tile reconstruction t)rocedure used in the uilstructured code needs refinement

to allow fast convergence to steady state. These are issues which will be dealt with in(tet)(_ndently fl'om the

research (tescribed above.

High-order Discontinuous Galerkin Method and WENO Schemes

Chi- Waug Shu

()ur motivation is to have high-order non-oscillatory methods for structured aim mlstructured meshes.

which are easy to implement on parallel machines. The objective is to develop and apply high-order dis-

continuous Galerkin finite element methods and weighted ENO schemes for convection dominated problems.

The applications will 1)e t)roblems in aeroacoustics and other tinie-(lep(,ndent t)roblems with complicated

SOhltion strllcture.

.lointly with Harold Atkins at NASA Langley, we are continuing the investigation of developing the

discontinuous Galerkin method to solve convection-doininated convection diffusion equations. Emt)hasis for

this t)eriod is t)ut Ul)On studying the eigenvahle structures of the dis(:ontinuous Galerkin operator on the

diflilsion terms. The eventual ob.iective is to design efficient implicit time discretization techniques for such
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operators. Jointly with Jian-Guo Liu of University of Maryland, we have developed a Discontinuous Galerkin

method for 2D incompressible Euler and Navier-Stokes equations in the vorticity formulation. Numerical

experiments indicate good resolution of tile method near singular solutions. Concerning weighted ENO

schemes, jointly with Challg(ting Hu and Jing Shi of Brown University, we are studying a new technique to

handle negative linear weights. Preliminm'y numerical results are v(,ry t)romising.

Research will t)e coiltinued on high-order discontinuous Galerkin methods and weighted EN() methods

and their applications.

Upwind High-resolution Factorizable (UHF) Schemes for the Equations of Fluid Flow

David Sidilkover

In order to develop an optimally efficient solver for the general equations of fluid flow a new discretization

scheme is needed. It has to imitate the mixed type of the PDEs, i.e., to be factorizable to make the different

factors of the equations (tistinguishable on the discrete level. In addition to that it has to possess tile shock-

cat)turing prol)erty , i.e., to t)e conservative and high-resolution. The schem(, also has to t)e h-elliptic, i.e..

its residuals should be sensitive to the high-frequency error components. There was no discretization that

satisfies all these requirements. The main ol)jective of this research is to d(,velop one.

An upwind high-resolution factorizable (UHF) scheme ti)r the Euler equations in two dinlensions has

been constructed. The factorizal)ility property can 1)(, utilized for the tmrpose of designing an ol)timal solver

through a "projection-tyt)e" relaxation. This relaxation procedure relies .on the auxiliary t)otential and

stream-function varial)les. Another important implication of the factorizability property is that the scheme

shouhl not lose accuracy for the low Mach number flow. In other words, the t)roposed approach essentially

provides the long-awaited unification of the compressible and incompressit)le flow solvers. Tile new method

is also expected to produce results of higher fidelity than the standard methods, est)eciall.v for the vortical

flOWS.

The current work is devoted to extending the scheme/solver to the three-dimensional case and general

body-fitted grids. Also, one of the important future directions is to address the transonic/sut)ersonie cases.

Towards the Practical Application of the UHF Scheme

David Sidilkover

Tile developinent of tile UHF schelne for the case of Cartesian grids has been completed. The next task

wouht be to apply these ideas to the "real world" l)rot)lems. The first step in this direction is to address the

issue of complex geometries.

This is done through extending the UHF scheme for the generalized coordinates. The vector formulation

of tile schexne at)t)ears to be of crucial importance to achieve this while making sure that the factorizability

property is preserved. The control volume approach is used. This makes it very easy to implenmnt the UHF

scheine within the existing aerodynamic codes. The initial numerical exl)eriments clearly demonstrate the

robustness and accuracy of the new methodology. Uniform convergence rates have been achieved for the

subsonic flow. One of the unique features of tile new scheme is that there is neither loss of efficiency nor loss

of accuracy in tile incompressible limit.

The flmare work should ad(tress 3D and transonic/supersonic cases.

This research was conducted in collaboration with T.W. Roberts and J.L. Thomas.
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On the Application of Global Boundary Conditions with the New Generation of Flow Solvers

David Sidilkovcr

Previous work indicates that tile global highly accurate artificial boundary conditions implenmnted along

with a multigrid flow soh,er may lead to major improvements in the overall algorithmic efficiency. Tiles(,

improvements are due to the substantial reduction of the domain size with no accuracy loss, better robustness,

and fasler nmltigrid convergence. However, the flow solvers considered so far were the standard ones which

are far fl'om bc,ing optinmlly efficient. The objective of this research is to study the application of the global

boundary conditions with the new generation of the flow solvers, which are optimal.

The new generation of flow solvers is based on factorizing the flow equations, i.e.. distinguishing between

the factors of different type. This simplifies tile derivation of the global boundary conditions, since each

factor ('all be treated separately tbr this purpose. The boundary condition accurately takes into account

tile strllcture of tile far-field solution: for simple settings this is done directly using Fourier transform and

separation of variables, for more general settings the difference potentials method (DPM) is used. The issue

of relaxing properly the discrete equations together with tile new global boundary conditions requires special

attention ill orde,' to maintain the optimal convergence rates of the overall solver. This was the inain subject

of the current research. As all outcome of the project, we expect the multifold reduction of the size of tile

computational domain, while preserving tile accu,'acy of the solution and tile optimal convergence rates of

the soh'er.

Currentl.v, tile algorithm based on the separation of the elliptic equation for the pressure is under study.

Ill the fllture we plan on applying the global boundary conditions in conjunction with the new upwind

high-resolution factorizable (UHF) scheme.

This research was conducted ill collaboration with S.V. Tsynkov and T.W. Roberts.

Global Artificial Boundary Conditions for Aerodynamic and Aeroacoustic Computations

Semyon T._';qnkov

Many problenls ill scientific computing, including those that present immediate practical interest, e.g.,

problems of acoustic radiation/propagation/scattering, are fornmlated on infinite domains. Therefore, an3'

numerical methodology for solving such problems has to be supplemented (or, rather, preceded) by some

technique that would lead to a finite discretization. Typically, the original donlain is truncated prior to the

actual discretization and mmlerical solution. Subsequently, one can construct a finite diseretization on the

new bounded computational domain using one of the standard techniques: finite differences, finite elements,

or other. However. both the continuous problem on the truncated domain and its discrete counterpart

will t)e subdefinite unless supplemented by the appropriate closing procedure at the external comtmtational

bomMary. This is done by using artificial boundary conditions (ABCs); the word "artifcial" emphasizing

here that these boundary conditions are necessitated by numerics and do not come from the original physical
formulation.

At the current stage of tile aforementioImd project, we are focusing on the development of highly accurate

unsteady ABCs for the nmnerical sinlulation of waves propagating with finite speed over infinite donmins.

The nlajor difficulty is the n(mloeal character of these boundary conditions in both space and time. Typically,

the spatial nonlocality is tolerable, while the temporal one is prohibitively expensive. To overcome this

difficulty, we make use of the presence of lacunae in the solutions of some linear hyperbolic PDEs in oddly

dimensional spaces. Based on this p,'operty of the solutions, we construct a special lacunae-based algorithm

fo," the long-term numerical integration of hyt)erbolic PDEs, this algorithm does not accumulate errol and
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has fixed non-growing expenses per time step. Incorporating this lacunae-based algorithm into the general

procedure of (:onstructing tile ABCs based on Calderon's projections and difference potentials, we gain the

restriction of the temt)oral nonlocality of tile boundary conditions. Some initial calculations for the three-

dimensional wave equation excited by a compactly supI)orted stationary source ha_,e already l)rovided tile

encouraging results. Tile code for the wave equation excited by a moving source is in the dev(qot)nwnt stage.

ICASE Report No. 99-23 is the first publication on the subject, other pul)lications are forthcoming.

Future research in the framework of this project will primarily concentrate the development of unsteady

ABCs for the actual problems in acoustics, including the advective case, and electromagneties. Tile l)roje('t

is a collaborative effort with V. Ryaben'kii, V. Turchaninov. and H. Atkins. The t)roj('ct is sut)l)orted bv the

Director's Discretionary Fund.

Adjoint Error Estimation and Grid Adaptive Criteria for Accurate CFD Predictions of Integral

Outputs

David A. Venditti

Accurate predictions of key int.egral quantities such as lift ()r drag are often of primary concern in CFD

sinmlations of complex engineering t)rot)lems. In an effort to lint)rove tile accuracy of these quantities and

reduce comt)utational costs, a nmltilevel error estimation and grid adat)tive strategy is being developed and

investigated. The error estimation t)rocedure is based on a discrete adjoint formulation that relates the

simulation error in an integral (tuantity to the local residual errors of l)oth the t)rimal and adjoint solutions.

The magnitudes of the local error contributions can be used as criteria in a grid-adai)tive strategy designed

to yieht specially tuned grids for accurately estimating the error in tile chosen fimctional. Tile objective of

this work is to implement the procedure in FUN2D (A Fifily UNstructured 2D flow solver develot)ed by W.

Kyle Anderson) and apply it to several inviscid and viscous test problems.

The procedure has already been imt)lemented and tested using a standard second-order finite volume

discretization of tile (luasi-lD Euler equations. A doubling in the accuracy of the integrated pressure ah)ng a

converging-diverging duct was achieved after applying the adat)tive strategy and error estimation procedure

to the problem. Preliminary 2D inviscid and viscous results were also obtained with FUN2D. Using the

error estimati(ln and adaI)tive grid method, significant improvenwnts in the accuracy of the (:omt)uted lift

and drag were achieved for several different single-body configurations including transonic flows with shocks.

We intend to implement more aggressive grid-adaptive capabilities including anisotrot)i(" grid a(lal)tation

suitable for viscous flow apt)lications. Furthermore, we intend to apply the procedure to more COml)]icated

geometries including nmlti-element airfoil configurations and. ultimately, to 3D aircraft configurations.

This research is being conducted in collat)oration with David L. Darmofal (Massachusetts Institut(' of

Technology) and W.K. Anderson (NASA Langley).

A Gas-kinetic Scheme for Two-phase Flows

Kun Xu

The study of liquid/gas phase transition and interface movement is very importaut in science and engi-

neering, which could find wide apt)lications in environment, geophysics, and engineering. Current existing

approaches for the two t)hase flows are mainly based (m the front tracking methods, where tile liquid/gas

interfaces are explicitly constructed. In order t.o simplify the interface tracking mechanism and deveh)p an

efficient interface capturing scheme, we have solved the hyl)erbolic-elliptic equations for the two phase flows.

where the van der Waals equation of state automatically takes (:are of the phase transition between liqui(l

and gas. The present work is ab(/ut the develol)ment of a gas-kinetic scheme tbr the mixed-typ(' system.
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Tile gas-kinetic two-phase flow solver is based on tile numerical solution for the BGK-type kinetic

model. With the appropriate choices of all parameters in ttle Maxwellian equilibrium distribution flmction,

the hyperbolic-ellit)tic equations with vail der Waals equations of state can be precisely recovered. Once the

BGK-type model is obtained, the integral solution of the model is used in the construction of the numerical

scheme. Due to ttle coupling of the spatial and temporal variations of the parti(:le distribution function,

the evolution of the two-t)hase flow around each (:ell interface is determined, from which the numerical

fluxes across the (:ell interface can be accurately evaluated. The scheme is very robust in ('()mt)arison with

other well-defined shock capturing schemes in the application to the mixed-type system. Because of the

intriIlsi(' diffusive and dissit)ative mechanisnl in the kinetic scheme, the Maxwell's equal-area construction is

automati('ally accomi)lishe(t, where the liquid and gas densities settle down to the physically correct values.

Sin('e the fluid stays ill all unstat)le state in the elliptic region, an)" numerically "averag(_(t '_ or "(lissit)ate(l"

state around the material interfa(i(i must evaporate to the gas or condensate to the li(tuid. As a result, the

fluid interface can ahvays I)e kept sharp even after thousands of time steps. This kind of interface capturing

me('hanisnl based on the physics, i.e., the van der Waals equation of state, seems more reasonable than any

oth(u existing artificial interface sharpening techniques. Tile current method has been successfully apt)lied

to the l)hase transition and liquid/gas interface movement problems, such as the liquid drop collisions.

We plan to fllrther develop the scheme I)y including energy equations, such as the latent heat release,

and apply the sehelne to tile boiling heat transfer problem. Due to the simt)licity of tile (:urrent approach,

the simulation of hundreds or even thousands of bubbles will become possible.

A High-order Accurate Method on a Moving Grid Adapted to the Solution

Nail Yamalccv

Grid adaptation has now become widespread for solving multidimensional partial differential equations in

arbitrary-shaped (tomains. One of the most important problems associated with the adaptive grid generation

is an essential effect of the grid point distribution on error in the numerical solution. Until the present time

little attention has been paid to the fact that the concentration of grid points in regions which most influence

the accuracy of tile numerical solution may at the same time introduce all additional error due to tile grid non-

uniformity. The main objective of this research work is to construct an optimal coordinate transformation so

that the leading term in the truncation error of a finite difference approximation is minimized that provides

super(:onvergent results on the optimal grid.

A new grid adaptation strategy, which minimizes the truncation error of a p-order finite-difference

at)proximation is proposed. The main idea of the method is based on the ot)servation that the local truncation

error associated with the discretization on nonuniform meshes can be minimized if tile interior grid points are

redistrit)uted ill an ot)tima] sequence. The method does not explicitly require the truncation errorestimate

and ;it tile same time it allows one to increase the design order of approximation by one so that the same

finite-(lifferent'e operator reveals superconvergence properties on the optimal grid. Another very important

characteristic of the method is that if the metric coefficients and the firstderivative of the function itself are

approximated by the same hybrid scheme, then the optimal grid generator can I)e employed in tile whole

('omputational domain independently of points where tile hybrid scheme switches from one approxinmtion to

another. Generalization of the present method to multiple dimensions is presented. Numerical (:alculations of

different one-dimensional and two-dimensional finite-difference approximations demonstrate the performanc(,

of the method and corrol)orate the theoretical results.

We plan to apt)l.v the present method t() cal('ulate both steady and essentially unsteady flows with
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and without strong discontinuities. This research was conducted ill collaboration with M. Carl)enter and

J. Thomas (NASA Langley).

A Non-dissipative Staggered Fourth-order Accurate Explicit Finite Difference Scheme for the

Time-domain Maxwell's Equations

Amid" t_f_t

We have provi(led stable finite difference ol)erators to implement boundary/interface conditions in a

fourth-order accurate extension of the Yee scheme, hnt)ortantly , the convergence rate exhibited by the

scheme in the absence of boundm'ies is preserved in their t)resence: fourth-order is also obtained in the

presence of discontinuous dielectric prot)erties.

For ot)en problems, one would have to eml)loy an approi)riate boundary condition to truncate the

computational domain which is embedde(t in free space. The application of a reflectionless st)onge layer as

an absorl)ing boundary condition for this scheme has been explored, and we note that our extrat)olation and

one-sided difl'erence operators inay allow for the apl)licat, ion of recently (leveloped exact absorbing boundary

conditions.

It is our hot)e that the work herein will provide the incentive to researchers in CEM to revise their

ot)inion of the scheme herein, and to direct efforts towards its further development in order to provide a

high-order rei)lacement of the Yee scheme.

We intend to implement this new scheme on usable problems in the flmlre. We also plan to extend this

scheme to comt)lex domains.

This research was conducted in collaboration with Peter Petrot)oulos (New Jersey Institute of Technol-

ogy).
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PHYSICAL SCIENCES

Evolution of Disturbances in Three-dimensional Boundary Layers

Po'nnampalam Balakumar

Our objective is to comt)ute the evolution of disturbances generated fi'om a harnlonic I)oint source in

general three-dimensional 1)oundary layers.

In general three-dimensional boundary layers, tim mean boundary layer profiles vary in all three dire('-

tions. In earlier work. the stability characteristics of a supersonic boundary layer over a sharp (:one at an

angle of attack were investigated as a 2D eigenvalue problem. The results showed that due to the variati(ms

of the meanflow lit the azinmthal direction, the eigenmodes are clustered into isolated, confined regions. It

was also observed that there exist several eigenvatues for a fixed axial wavenumber and all of them remain

('lose together. The next step is to investigate the evolution of disturbances which are induced by harmonic

point sources h)cated at the wall in a three-dimensional boundary layer. The disturbances generated are

computed using Laplace transforlhs, Fourier transforms, anti Brigg's methods. The results show that the

disturbances generated from a pointsource which is sinnsoidal in the azimuthal direction are confined in a

region 70 120 degrees as ext)ected from the 2D eigenvalue t)roblem.

In the flltul'e, we plan to compute the evolution of disturbances generated from isolated roughness

elelllents.

Parallelization of the Jet Simulation Code

A yodeji Demuren

The conll)llter co(te used fi)r direct numerical and large eddy simulation of complex 3D jets is to be

parallelized to run on multiple processors. Scalability, portability, and accuracy are considered of paramount

importance. The goal is to be able to run the code on any available multiprocessor system, such as workstation

clusters, Beowulf systems, or SMP systems from CRAY, SGI, HP, or Sun.

The chosen approach was to convert a previously developed higher-order-accurate numerical fi)rmulation

for the simulatioI! of complex jets to enable parallel sinmlation via domain decomposition. MPI library calls

are used for conmmni(:ation. Stability of the multi-domain simulation is assured 1)y use of difference operators

which satisfy summation by parts criteria. Parallelization is completed for the convection-diffusion sections

of the code and has been tested successfully on Beowulf, SMP systems, and workstation clusters. The Poisson

solver part is currently beillg parallelized.

Future plans are to complete t)arallelization tasks and then ol)timize code for perfornlance.

Simulation of Supersonic Jet Mixing in Lobe Ejectors

Chc._tcr E. Gr'osch

Mixing enhancement of high and low speed streams is utilize(1 as a means to in|prove efficiency of

supersonic combustors, reduce aircraft signatures, and control high speed jet noise. One common method of

mixing ellhancement is to use lobe mixer ejectors. Another is to place tabs on the edges of the jets. Only a

few experimental studies are available to evaluate the t)erfi)rn_ance and guide the design of these mixers. The

objective of this research is to use numerical simulation to examine the perfi)rmance of lol)e ejectors, both

with and without tabs. in order to understand the l)hysics of the mixing and how it is affected by changes

in the l)ar_mleters of these (tevices.

21)



A set of mnnerical calculations is carried out using the compressible, three-dimensional, time-dependent

Navier-Stokes equations. Tabs are modeled by pairs of counter-rotating vortices. Various geometric configu-

rations of the lobe mixers arc, simulated with t>eriodic side boundary conditions to simulate an array of these

devi<:es.

The simulations of the lobe mixer without tabs shows that the jet becomes unstabh' and oscillates in the

"simlous" mode. For a particular lobe geometry and w,locity ratio, the oscillation has a constant, narrow-

band frequency near the inlClow. Further downstream the amplitude grows and the motion becomes nonlinear

leading to spectral broadening. Typical Strouhal numbers of the narrow hand oscillation are about 0.45. As

the disturbances become nonlinear, rapid mixing between the supersonic and subsonic jets occurs and by

about half way down the channel, the jet and coflow become nearly fiflly mixed.

The origin of the oscillation may be the instability of the shear layers. The instability of a single

compressible jet has been understood for over 30 years. However, nothing aplmars to he known about

the instability of a periodic array of comI)ressible jets. The effect of the periodicity on tile instability is

conjectured to be important, particularly as tile spacing between tile jets is small in a typical lobe geometry. •

Theoretical calculations of the stal)ility of this configuration has been begun.

A set of simulations of the same geometry with tabs was completed. The results of the first of these has

been partially analyzed. A final set of simulations of a pair of.jets with solid side walls has begun.

Flow Diagnostics Using Laser-induced Thermal Acoustics

Roger Hart

Tile non-intrusive optical measurement of gas-phase parameters such as teml)erature, flow velocity, and

pressure is of considerable utility in understanding the airflow around a test body in a wind tunnel. Laser-

induced thermal acoustics (LITA) is a relatively new optical diagnostic method that has great promise for

becoming a practical, accurate flow characterization tool. Two lasers are employed in LITA. The short tmlse

from the first laser creates a pair of counterpropagating acoustic wavepackets. A long pulse from the, second

laser is diffracted by the wavepackets onto a detector. Analysis of the various features of the resulting LITA

waveform allows the determination of the speed of sound in tile medium (and thus the bulk temperature),

one or more components of the flow velocity, and the density or pressure. Advantages of LITA as compared

t.o other, better-developed diagnostics are: LITA allows seedless velocimetr.v; LITA measurements take, only

about 1 microsecond, giving the potential fi)r very high repetition rates for tile' study of turbulent flows;

and LITA gives excellent (I_Z,) single-shot accuracy and precision. The goals of the current work are: 1) to

completely understand tile physics of the LITA measurement process; 2) to express that understanding in a

quantitative model wtfich has heen careflflly validated against laboratory experiment; and 3) to design and

test a simple, rugged, accurate LITA measurement system.

The fluldanmnt.al optical and acoustical mechanisms of LITA are well understood: nevertheless, com-

bining these to create a Inodel. that can accurately and robustly duplicate the results of well-controlled

experiments has involved considerable effort. Several surprising insights into the be.st way to do LITA have

resulted from this work. Extmrimental efforts t.o verify these results are, currently under way. The tmlk of

recent effort has centered on designing a LITA apparatus using diffractive optics and an improved homodyne

detect.ion scheme. It is anticipated that this approach will be both more rolmst anet more accurate.

We are currently scheduled to make LITA flow measurenlents in NASA Langley's Basic: Aerodynamic

Research Tunnel (BART) in the late summer of 2000. Major effort during the next two reporting periods

will be devoted to designing and testing instrumentation for that test. This research was conducted in
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collaborationwithR.J.BallaandG.C.Herring(NASALangley).

Generationof Nonlinear Difference Equation Models from Data for Flow Control

Richard Longman

Modern feedback control s3"stem design methods usually make use of a ss'stem model as part of the

control action computed in real time, and these methods apply to ordinary differential e(tuation models and

to difference equation models. Although there is a field of control of systems governed by partial differential

equations, it is not well enough developed to produce results easily in practical l)roblems. Hence, from the

t)oint of viow of making practical controller designs for flow control, it is best to avoid partial (tifferential

equation m¢)(lels. But even then. ordinary differential e(luation or difference equation models of fluid flow

t)roduced, for example, fi'om Navier-Stokes equations, are far too coxnplex and too hard to generate to be of

use in control design. This research is aimed at starting fi'om data to produce a fit using nonlinear difference

equation Inodels, so as to produce a model that is as simple as possible to model the effects of importance

in the situation of interest. We are currently using a flow solver to create simulated data, and then doing

numerical exl)erilnents for producing fits of the data with nonlinear difference equation models, or nonlinear

ARX models. The simulated data used at the moment is for a phmging airfoil in transonic flow. The input is

the input velocity of the airfoil, and the output quantity of interest is the lift. The difference equation's job

is limited to producing this single scalar quantity, the lift occuring in a specialized situation, and hence it can

potentially be (tuite simple, much simpler than a complete flow solver that creates a complete description of

everything about the flow. In producing linear difference e(tuation models one nmst make various decisions.

At one extreme is a discrete nonlinear Volterra series, which represents the output as a linear combination

of past int)uts and input moInents. Another possibility is to use moments of not oidy the input, but also the

output, producing a nonlinear ARX model. In either case one nmst pick the approt)riate number of terms,

and the appropriate nuinber of terms for input quantities and for output quanties. V_'e have developed some

theoretical understanding of the tradeoffs between these model types. We are currently conducting numerical

experiments to establish ways of picking the order needed, and to establish how one makes the decisions of

what type of model to use and what nonlinear terms need to be included. Two sets of data are always used,

one for making the fit, and an independent one for testing the resulting model. V_ are aiming to develop

techniques to determine when to stop adding terms that improve the fit to the fit data set, but do not assist

in improving the prediction ability on the second data set..

This research was conducted in collaboration with Brian Allan (ICASE) and Jer-Nan Juang (NASA

Langley). Brian Allan brings the needed expertise in flow modeling and CFD to the l)roblein.

High Temperature Piezoelectric Polyimides

Zoubeida Ounaies

This work is motivated by NASA's interest in developing high performance high temperature t)iezoelectric

polyiners. Towards that. end, a number of t)olyimide polymers were synthesized and investigated for this

t)articular study. Currently seInicrystalline PVDF and its copolymers are the only commercially available

t)iezoelectric polymers. However, this family of vinyl polymers does not possess the thermal stability dictated

I)y our high temperature aerospace applications. Polyimide polymers, on the other hand. have unique and

attractive features for electroni(" applications. Due to their exceptional thermal, mechanical, and dielectric

t)roperties, polyimides are already widely utilized as matrix materials in aircraft, and as dielectric materials

in microelectronic devices. Particularly interesting is the t)otential use of I)iezoelectric polyimides in micro
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electro mechanical systems (MEMS) devices since piezoelectric vinyl l)olymers such as polyvinylidene fluoride

(PVDF) do not possess the ctlemival resistance or thernml stability necessary to withstand conventional

MEMS processing. Tile intent of this project is to elucidate the mechanisul and key coml)onents required

for developing piezoelectricity in amorphous l)olylners an(1 flu'ther to apply this understanding in designing

a novel high temperature l)iezoelectric polyinfide.

Early molecular nlodeling indicated the potential of ti)rcing t)i(_zoelectricity ill amorphous t)olyimides

by adding dipole functionalities to the t)olymer structure. This was the impetus for synthesizing a series

of p()lyimides to investigate their potential 1)iezoelectric resl)onse r(,sulting fl'om adding various dipoles to

the structure. The dit)oles can be either pendant t.o the l)olymer backbone or reside within the main or

within a side group of the l)olymer. The efli,ct of structm'al (:hanges. including variations in the nature

and concentration of dipolar groul)s, on the remanent polarization and piezoelectric coetficient is examined.

Fun(tamental structure-t)iezoelectr]i" t)ropert.v insight will enat)le the molecular design of 1)()lymers possessing

distinct improvements over state-of-the-art I)iezoelectric 1)olym('rs inclu(ting enhanced polarization, l/olariza-

tion stat)ility at elevated temperatures, and lint)rove(1 processat)ility.

Future work will explore the feasibility of (tevelot)ing new monomers and l)olymers with larger dipole

concentrations while maintaining chain flexibility and favorallle geometries.

This research was conducted in collaboration with Joycelyn S. Harrison (NASA Langley).

Piezoelectric Ceramics for Use as Actuators

Zoubeida Ounaies

The intent of this project is to assess the ability of piezoelectric wafers to meet design requirements in

aeronautical applications (such as active control of aircraft), and to improve effective piezoelectric properties

by modifying processing and geometry of actuators. The immediate goal is the characterization of THUN-

DER (pre-stressed piezoelectric unimori)h ) actuators to gain a flmdamental understanding of how processing

variables affect actuator performance.

Measurements completed so far include dielectric properties, as well as displacement and force as a

function of boundary conditions and frequency. Tile capacitive behavior and t)ower consumption of the

piezoactuators is also determined. Empirical relations are developed from ext)erimental data to predict the

capacitance and loss tangent of a l)iezoelectric ('eramic as nonlinear flmctions of both apt)lie(t t)eak voltage

and driving frequen('y. It was demonstrated that by incorporating tim variation of cal)acitant:e and 1)ower loss

with voltage and frequency, satisfactory estimates of power requirements can be obtained. These relations

allow general guidelines in sele('tion and application of t)iezoelectric actuators and driving electronics for

active control applications.

Future work will include determiifing the power efficiency and the electro-mechaifical conversion coef-

ficient of the pre-stressed actuator, and relating the electronic resonance behavior t(> st)ecific geonmtrical

variables.

This research was conducted in collaboration with Thomas L. Jordan (NASA Langley).

A Hysteresis Model for Piezoelectric Ceramics

Zoubeida Ounaies

This project involves characterizing the hysteresis I)ehavi()r of t)iez<)electric ceramics, both c<)mputation-

ally and exl)erimentally, under moderate to high fields in order to estimate their nonlinear behavior. This

can be useful in the imt)lementation of control design where the pre(tiction of the behavior of the actuator

throughout the full range of ol)eration is necessary.
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Experimental validation of tile hysteresis model for lead zirconate titanate ceramic (PZT) was success-

fiflly acconlplished. Three representative PZT compositions were considered namely PZT4, PZT5A and

PZT5H. A family <)f hysteresis loops were measure(t tbr all three compositions, and excellent agreement

between tile data and the model was attained.

Future work involves extending the model to include frequency and temt)erature effects for tile above

mentioned PZT compositions. We are also interested in understanding the effect of t)re-stressing inherent to

some actuators (such as THUNDER and RAINBOWS) on the nonlinear behavior as a flmction of al)plied

field and frequency.

This research was conducted in collal)oration with Ralph C. Smith (North Carolina State University).

Computation of Three-dimensional Acoustic Fields

Alex Povitsky

Compact numerical s(:hemes are widely used for challenging problenls of coml)utational 1)hysics inclu(ling

aeroacoustics. Tile number of arithmetic operations per grid node is approximately equal for explicit and

compact formnlations of the same order. Poor computational efficiency of compact numerical schemes

in comparison to ext)licit mmmrical schemes is explained by archite('tural features of modern comt)uters,

namely, use of cache mexnories and use of inulti-processor comt)uters with distributed memory. It is known

from computational ext)eriments that the aeroacoustic prot)agation problems for nonuniform mean flows

sufl'er from exl)onentially growing instabilities which actually are imt)ortant noise sources. For instance, this

situation holds near a stagnation point of a mean flow such as the leading edge of an airfoil. However, in

available studies the complicated behavior of aeroacoustic fields near stagnation points have not received

st)ecial attention. The objective of this research is to propose high-order numerical methodology suitable

fi)r modern ('oinputers and to use this methodology to understand physical features of noise generation and

l)ropagation.

We have successflflly demonstrated efficient parallelization of a multi-dimensional aeroacoustics prot)lem

solved by a compact scheme. To achieve good parallelization efficiency, tile schedule-driven coinputations are

t)erformed in such a way that an idle stage for ttle processors is avoided and the nmnber of inter-processor

messages is minimized. Tile experimentally obtained parallelization etficiency is COml)aral)le to that for the

explicit dispersion-relation-preserving schenm (DRP) with the same order of accuracy. Tile parallelization

results for the DRP scheme are provided I)y group of Philip J. Morris (Pennsylvania State University). To

reduce the main menmry-caehe exchange for compact schemes, the cache-aware compact numerical algoi'ithnl

has I)een developed theoretically. This algorithm is designed in such a way that the data pass through cache

only twice for both 2D and 3D cases and for any number of cache levels. Now that the methods of efficient

imt)lementation of compact scheInes on non-von Neumann computers are un(terstoo(t, we can investigate

(tetails of noise propagation for nonuniform mean flows.

We are working on mmleri(:al sinmlation of the aeroacoustic pulse dynamics in an illcomt)ressible stagna-

t i(m flow. We t)lan to investigate efficiency of the t)roposed eache-fi'iendly algorithm with hel t) of st)ecialized

tools il)r the nlain memory-cache exchange measuwments.

Shock Wave Propagation in Weakly Ionized Gases

Robcrt Rubinstcin

It has been t)rot)osed that electrostatic forces can make large contributions to the pressure in weakly

ionized gases; since the Couloml) fi)rce is long-range, this additional l)rcssure could increase the sound sl)eed
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in weaklyionizedgasessubstantially.Thisexplanationof tile reported'anomalouseffects'ill shockwaves
ill weaklyionizedgasesisparticularlyt)romisingbecauseit predictsa largesoundspeedincreaseevenif tit(,
ionizationlevelisverylow.Thet)resentworkassessesthisproposalbynumericalsimulationandtheoretical
analysis.

Calculationsofshocksill weaklyionizedgasesshowthat achargeseparationregionexistsaheadofthe
shock,providedthat tileDebyelengthis largerthantheneutralshockthickness.Theproposedeffectwas
modeledmunericallybyaddinga termprot)ortionalto thechargedifferenceto theneutralpressure.The
simulationsshowthat theshockcanbeaccelerated,<tespitetheverysmalllengthsoverwhichappreciable
chargeseparationexists.Theseresultsthenraisethequestionofhowtheneutralpressurecanheenhanced
hytheexistenceofunbalaucedcharge.Sincetheioncomponentin thechargeset)arationregionisastrongly
non-idealgas,atheoreticalmodelwasformulatedin whichanidealgasiscollisionallycoupledto anEnskog
non-idealgas. In thiscoupledSVSIellI, the pressure in the ideal gas can be shown to be increased by the

presence of" the non-ideal gas. But in tile actual neutral-ion system, the Coulomb forces do not act on

the neutrals. This means that the couplings in the theoretical model are modified in such a way that the

increased pressure in tile ideal gas disappears. We conclude that the proposed mechanisnt does not lead to

the required effect.

This research was conducted ill collaboration with A.H. Auslender (NASA Langley).

Multiple Scale Turbulence Modeling

Robert Rubinsteiu

In turbulent flows which arise in t)ractice, different dynamic processes can ])e (lomiimnt at different scales

of motion. Such flows, which include strongly time-det)endent flows and flows subject to large external agen-

cies like buoyancy and curvature, cannot be described by a single characteristic length scale. An alternative

to current models which characterize turbulence by a single length is the multiple scale model, in which

the length scale determining equation is replaced by a s)'stem of equations. Recent research on this (:lass

of models led to the development of a model ill which spectral transport and dissipation rate are distinct

and satisfy separate equations. A defect of this model is the strong Reynolds number del)endence of the

coefficients in the dissipation rate equation which makes numerical implementation very difficult.

Tile model was reforinulated t)v all(lwing the sI)e(:tral transt)ort to take different values in different

spectral regions. Simple closures for tile energy transfer through each region were prot)osed. The transI)ort

into the region of smaller scales then equals the dissipation rate. Tile coetficients in the resulting equations

are all independent of Reynolds numher.

Multit)le scale modeling may also t)rove useful in connection with modeling turbulent diffusion. De-

velopment of closures for the diffusion terms in the transport equations based on multil)le scale ideas is ill

I)rogress.

This resear(:h was conducted in collaboration with K. Hanjali(" (Technical University of Delft, Nether-

lands).

Theory of Rotating and Stratified Turbulence

Robert Rubinstcin

Rotating turbulence can be modeled statistically as the turt)uhmce of weakly interacting inertial waves.

In this theory, energy transfer is (tue to interactions between sets of three resonant wave mo(tes. If these triad

interactions can be sut)l)resse([, then ti)ur-wave interactions become dominant and new dynanfi(" t)ossit)ilities
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arise, including a three-dimensional inverse cast:ade to large scales. In small asl)ect ratio ¢lomains, three

wax'(' resonances at the largest scales of motion are not possible. However, attelnpts to generate the three-

¢timensional inverse cascade in numerical sinmlations of forced rotating turlmlence in small aspect ratio

domains have not been successful. The possibility that the inverse cascade could be important in geophysical

applications motivates the present investigation of the reasons for this failure.

In small aspect ratio dolnains, resonant triads exist in which all three modes have the same magnitude

as the inverse domain height. It is proposed that in the sinmlations with isotropic forcing at scales smaller

than the inverse height, these triads transfer energy to the perpendicular plane, rapidly causing the largest

scales of motion to beconle two-dimensional. If the force is anisotropic, such triads do not exist. Simulations

in a cubical domain with a strongly anisotropic force demonstrate that a range of three-dimensional large

scales exist. However, it cannot yet be concluded that these scales are caused by an inverse ¢:ascade since

the very largest scales are again two-dimensional.

Simulations are now in progress in a small aspect ratio domain with anisotropic forcing. This t)roblem

shouhl I)e free of resonant triads: it is ext)ected that if rotating turbulence dominated 1)y four-wave resonances

can exist at all, it nmst exist in this problem.

This research was con(tucted ill collaboration with L.M. Smith (University of Wisconsin). Extensive

('orresI)on(lence with C. Carat)on (Ecole Central (le Lyon, France) is also acknowledge(t.

_rbulence Model for Rotating Flows Based on the Energy Spectrum

D' Zhou

Rotating turtmlent flows are quite common in engineering practice as well as a wide range of practical

at)t)lications of relevance to geophysical and astrophysical systems. The flow is also of fimdamental interest

from a turbulence modeling point of view since the influence of rotation on turbulence is quite complex. The

fornmlation of turbulence models to accurately describe the essential features of rotating flows requires that

the energy transfer mechanisms are effectively incorporated in the governing transport equations.

A generalize(l eddy viscosity model is formulated by using the rotation modified energy spectrum. Rota-

tion and mean shear effects are directly included in the eddy' viscosity without the use of the local equilibrium

assumption. The fornmlation also includes the modeling of vortex stretching and viscosity destruction terms

of the dissit)ation rate equation based on the limit of rotating isotropic turbulence at high Reynolds numt)ers.

The model is shown to reproduce tile dominant effects of rotation in rotating homogeneous shear flows and

turtmlence channel flows subject to st)an-wise rotation.

We t)lan to at)t)ly this model to other turbulent flows where rotation effects are imt)ortant.

This research was conducted in collaboration with S. Thangain and X.-H. Wang.
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Object-oriented Parallel Load Balancing Library

Abdelkader Baggag

The aim of this project is to t)uild a general purl)ose parallel load balancing lil)rary for use with Finite

Element packages. Tlle library will initially be used in conjunction with an Aeroaeoustics Solver t)ased

oil the Discontinuous Galerkin method, but it is being written in an object-oriented language so that its

flH:ctionality may be extended for use with other applications without major changes to the overall structure.

Most load balancing t)ackages require the user to extract the necessary information fl'om their data

structures, which can be a non-trivial task. By using an object-oriente(l language like C++, we can write

an interfa('e which is easier and more natural to use. As the lit)rary is intcn(te(t for use with Finite Element

t)ackages, tile user will /)e required to pass in tile information in terms/)f the elements in the grid an<t the

library will then extract the require(1 details to build the graph. The actual load balancing algorithm we are

currently considering is similar to a diffusive routine used t)y Linda Stals in her Finite Element cod(': other

methods shall be added later on. Work on this project only started recently and we are still working on

the design of the various coml)onents; however, we have started imt)lementing the diffusive load I)alancing

algorithm.

We plan to continue testing the current imt)lementation and to add other load balancing i)aradigms to

the library, such as a multilevel diffusion algorithm.

This research was conducte(t in collat)oration with Linda Stals (ICASE and Old Dominion University).

Parallel Implementation of the Discontinuous Galerkin Method

Abdelkader Baggag

Unstructured grids are readily generated for geometrically complex problems; however, high-order finite-

difference and finite-volume methods coinmonly used t)y the CFD community are not robust when at)t)lied

on su(:h grids. Discont:inuous Galerkin is a rohust and compact method that provides a framework for the

development of high-order methods for unstructured grids. Such a metho(l has t)een developed by H.L. Atkins

(NASA Langley), and applied to the time-dependent problem of acoustic scattering. The long-term goal is to

develop methodology to autonomously and locally adapt tim grid, the order of approximation, and even the

choice of the governing equations. Atkins' original (:ode was sequential, ot)ject-oriented, and cleanly modular.

Although the basic code is easily and efficiently ported to parallel platforms, tile desired adal)tation features

pose probleins for parallelization and load I)alancing and nmst be addressed.

Several t)arallelization approaches have been studied and evaluated. A more natural and symmetric

approach has been chosen and implemented in an object-oriented code. The parallel imt)lementation is MPI-

based and has t)een tested on various parallel platforms such as the SGI Origin, IBM SP2, and clusters of

SGI and Sun workstations. The scalability results show slightly SUl)erlinear speedup on fixed-size problems

due to cache effects.

A careful pcrforinance evaluati(m will t)e undertaken, including modeling and experimentatiol:. A robust

load balancing methodology that is independent of the source of the imbalance is t)eing developed. This is

required to facilitate the use of h-p adaptive methods as well as adaptive physics (different equations solved

in different regions).
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This research was conducted in collaboration with Harold Atkins (NASA Langley) and David Keyes

(ICASE and Oht Dominion University).

Application of Parallel and Distributed Computing to Visualization and Data Fusion Problems

in the Digital Earth

Th, oma._ W. Crockett

To inlplement the Vice President's vision of a Digital Earth, vast quantities of data fl'om disparate

sources nmst be integrated into an intuitive, accessible representation. A fundamental buihling block in such

a system is a high-resolution, interactive model of the physical Earth.

We are investigating the use of l)arallel and distributed computing technologies (processing, I/O, net-

working, etc.) to pr(ivide interactive data fusion and visualization services for Digital Earth at)plications.

Our initial fi)cus is the development of a parallel visualization tool for rendering high-resolution, high-quality

images of the Earth's surface by combining elevation data with satellite imagery. We have demonstrated

this tool (called EarthView) on Langley's SGI Origin2000 system and ICASE's PC-based Coral (:luster.

\V(, are currently adding support for triangle strips to the underlying parallel renderer used 115" EarthView.

Triangle strips are ideally suited fi)r rendering of high-resolution latitude-longitude grids, and we exl)e(:t this

('al)ability to redu(:e memory requirements and lint)rove performance by factors of 2 3, t)roviding interactive

fi'ame rates fi)r s('enes containing 10 20 million grid points.

In the near term. we plan to extend EarthView for us(, with higher resoluti(/n data. such as USGS's

30-arc-second global elevation dataset (933 million grid points). This will require the deveh)pment of tlarallel

muhi-resolution capabilities and improved clipping teclmiques, along with I)arallel I/O for rapid a('(:ess t()

(tata which is cached on disk. Ultiinately, the EarthView apl)lication is intended as a sul)strate on which

other types of data can t)e ('ombine(t and visualized. We are especially interested in atmospheric data fi'om

sour('es such as Langley's LITE experiment and the up(:oining Pi('asso/CENA mission. \V(, believe that

the techniques deveh)ped here will lead us toward Digital Earth's goal of providing interactive access to

multi-t)etabyte datasets, a challenge which is beyon(I the cal)ability of current computing technoh)gy.

Scalable Parallel Volume Rendering for Large-scale Unstructured Grids

Thoma.s W. Crockett

Three-dimensional unstructured grids play an increasingly important role in a variety of computational

tasks, including aerodynamics simulations of interest to NASA. Since these grids are often used in conjunction

with ('omplex vehicle geometries to simulate complex physical phenomena, the ability to visualize the data is

orion critical in understanding the results. Among the visualization techniques available fi)r 3D data, volume

rendering is unique in its ability to convey information throughout the depth of a domain. However, volume

rendering is a computationalty demanding task, especially for large unstructured datasets.

In order to boost the performan('e of volume rendering methods and to apply them to state-of-the-art

('(imputations. we have I)een developing I)arallel volume rendering algorithms for unstructured-gri(t data.

Our current algorithm was originally developed and tested on the IBM SP2 and Intel Paragon for datasets

with roughly 0.5 nfillion (:ells, using up to 256 processors. Since then we have refined the algorithm, and

have recently extended our results to a nmch larger CFD dataset containing 18.2 million cells. Our results

on the Cray T3E at God(tard Space Flight Center have t)een encouraging, showing that communication

and other overheads remain manageable with as many as 512 processors. Rendering times rang(, from 5 20

se('onds t)er fl'ame at tyl)ical image resolutions. We have also l)()rted our code to ICASE's 32-node PC cluster,
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where it exceeds the T3E's performance at comparat)le numbers of processors. These results demonstrate

the feasibility of volmne rendering large unstructured-grid datasets at near-interactive rates on a variety of

parallel architectures.

In order to obtain optinmm rendering performance, several algorithmic parameters need to I)e tuned

for both tile mchite('ture an(l the dataset. Determining these vahles is not straightforwar(t; in fact, we

have identified nearly a (tozen variables that inthtence perfornlance of the renderer. For effi('iency and ease

of use, we wouhl like to predict what settings will optinfize perfornmnce for any given at)t)lication. We

therefore plan to refine our analyti(:al t)erformance models in order to obtain a better understanding of the

complex relationships t)etween various parameters. The ultimate goal would be to incorporate an automat|('

mechanisnl to dynamically tllne the algorithnl t)ased on characteristics of the dataset and the architecture.

as well as viewing and visualization parameters.

This research was conducted in collaboration with K.-L. Ma (ICASE).

Parallel Implicit Solvers for Simulation of Multiscale Phenomena

David E. Keyes

The development an(t application of t)aralM lint)licit solvers fi)r multiscale t)henomena governed |).v PDEs

are our chief objectives. Newton-Krylov-Schwarz iNKS) metho(ts have proven to be broadly at)l)licable, ar-

chitecturally versatile, and tunal)h, for high t)erfl)rnlance on today's high-end conmmrcial paralM platforms

(e.g., Crav T3E, SGI Origin, IBM SP). Both structured-grid an(1 unstrueture(1-grid CFD legacy co(tes have

been ported to such platforms and reasonable objectives for algorithnfic convergence rate, paralM efficiency,

and raw floating point performance. However, architeetilral challenges have increased on the next genera-

tion of high-end nmchines, as ret)resented, for instance, by the ASCI machines at Lawrence Livermore, Los

Alamos, and Sandia National Laboratories, and also on Beowulf clusters, such as ICASE's Coral. Our pri-

mary efforts are concentrated on algorithmic adaptations of NKS n|ethodology appropriate for the emerging

architectures and on evaluation of new software tools and methodology to get the most performance out of

them.

The general approach enfi)odied in the NKS family of algorithms is documented in t)revious ICASE

technical reports, among other places. We solve steady-state conservation laws with pseudo-timestet)t)ing

as a contitmatiQn techni(tue, using Newton's method on each timestel), truncated GMRES to approximate

the solution of the Newton correction e(luations, and parallel Schwarz t)reconditioIfing of GMRES. Specific

emphases in the most recent reporting period include enhanced understanding (modeling an(1 instrumenta-

tion) of per-node floating point t)erformance, introduction of operator-adaptive preconditioning of alternating

block factorization (ABF) type, and fllrther porting and scalability analyses.

There are two major phases in any imi)licit solver for discrete conservation laws, in('luding NKS: flux

evaluation and algebraic solution (with a sparse Jacol)ian). Using the STREAM benchmarks to define

menlory bandwidth lilnits attd instruction counting in comt)ih_d code, we have determined that the flux

evaluation t)hase is generally load-lira|re(1 and the linear algebra phase is generally bandwidth-limited. For

neither l)hase is the peak t)erforman(:e rating of the hardware (clock frequency times superscalarity) a useflll

predictor of performmlce, but actual performance in the respec.tive phases follows the linfiting models above.

We have employed an alternating block factorization t)re('onditioner in place of block-ILU (BILU) on

each subdomain of the Schwarz t)reconditioner an(1 shown an iml)rovement over BILU throughout a range

of paranmterized radiation diffusion l)roblems. At ()tie extrmne diffusion dominates over intereonq)onent

('out)ling, at the other intercoini)onent ('Oul)ling dominates ()ver (liffusiom Alternating block exl)loits the
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simpler structure of each of these individual phases to construct a eoml)osite preconditioner. Multilevel

methods may be used with greater ease and advantage oil the decoupled elliptic problems in the diffusively-

donfinant phase than in the eoinl)osite problem.

Finally, on the ASCI "Red" nnfltiprocessor at Sandia, we have run on up to 2,(/48 nodes and achieved

0.156 Teraflop/s in the attelnpt - a new record for computational rate on a (mealfingful) PDE-based coin-

Imtation, over the 0.111 Teraflop/s achieved on a structured PDE computation on the Japanese mmmrical

wind tmmel (NWT) vet'tor nmltiprocessor in 1996. This conlputation is a Bell Prize finalist entry at Super-

computing'99. (The 1997 and 1998 winning entrants were not based on PDE comlmtations. )

We will continue to develop NKS nmthods in implicit parallel CFD, exanfining a variety of atgorithnfic.

l)rogramming paradigm, and architectural issues. We will seek to exploit the existence of a highly optimized

parallel PDE solver in PDE-constrained optimization problems. We will also increase the eoinplexity of the

models in our NKS radiation transport work, in accordance with the ASCI project roadmap.

This research was conducted in collaboration with W. Kyle Anderson (NASA Langley), Dana Knoll (Los

Alamos National Lab), Dinesil Kaushik and Xin He (Old Dominion University), and Satish Balay, "William

D. Grol)p, Lois C. Mchmes, and Barry F. Smith (Argonne National Laboratory).

Temporal Process Logic

Gerald Liittgen

This work is inspired by NASA's search for a suitable design methodology for mode logics of flight

guidance systems. The methodology should support the transitioning t)etween system _vquirements and

system design and should also allow for the efficient analysis of mode logics. It has t)reviously been shown

that model checking is an efficient technique for reasoning at)out mode logics designs that are operationally

specified t)v state machines and where system properties are assertionally stated as tempo_nl logic formulas.

The objective of the I)resent research is to develop a framework which allows one to inix state machines

specifications and temporal logic formulas. As indicated, the framework should support a notion of stepwise

refinement which is consistent with model checking, i.e., the refinement relation nmst be compatible with

the gradual replacement of temporal formulas by state machines satisfying the formulas.

The key for approaching this task is the observation that Biichi automata may serve as a uniform

fl'amework for integrating operational and assertional styles of st)ecification , since t)roperties in linear-time

logic (LTL) can be translated to Biiehi automata in a way that model checking reduces to a language

inclusion prot)tem. Moreover, we found that DeNicola an([ Hennessy's theory of must-testing for state

machines provides an adequate basis for defining the desired refinement relation. In this theory, a state

machine must pass a test, given t)y a state machine with accet)tance condition, if every run that both state

machines can do in parallel satisfies the test's aeeei)tanee condition. We extended nmst-testing to Biichi

automata such that a state machine satisfies an LTL formula, rel)resented as a purely nondeterministic

Bfichi automata, if and only if for all tests the following holds: if the fornmla must pass the test then also

the state machine must pass the test. Our theoretical results guarantee that system properties are t)reserved

when gradually transitioning fl'om system specifications to system designs. Thus, our notion of nmst-testing

for B/ichi automata provides a sound and elegant semantic basis for mixed specification/design languages.

Future work includes the definition of a language which combines assertional and operational styles of

specification and whose semantics can be given in terms of Bfichi automata. It should also be investigated

how the nmtho(tology of stel)wise refinement, as described above, can be integrated in t)olmlar software

design to()ls which are expected to he used for the development of flltUre flight guidance systems.
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This research was conducted in collaboration with Rance Cleaveland (SUNY at Stony Brook).

Statecharts, Compositionality, and Intuitionistie Logic

Gerald Liittge_

Statecharts is a popular visual design notation fl)r embedded systems, which extends state machines by

the concepts of concurrency, hierarchy, and t)riority. Unfortunately, most Statecharts variants do not possess

a eompositioTtal semantics. Comt)ositionality, however, is a necessary prerequisite for the composability of

specifications and for the re-usability of behavioral properties. The objectiw_ of the present work is to develop

a compositional and fldly-abstract semantics for Statecharts.

We analyze the semantic properties of Statecharts by employing ideas and techniques from i_t_titio_,istie

logics. Traditionally, Stateeharts are mapt)ed to ordinary state machines where transitions are refi_rred to as

-macro steps. Each macro step results from a sequence of micro steps which are enabled in a given Statecharts

configuration. Our approach to the compositionality problem encodes a Statecharts configuration by an

intuitionistic formula. We interpret these formulas in specialized intuitionist.ic Kripke structures, namely

linear chains. Thereby, we capture the causality inherent in a Statecharts macro step in an operational

and compositional fashion. The logical approach allows us to derive a mm_ber of important results, such

as a fllll-abstract.ion theorem tbr our Statecharts semantics with respect t.o the traditional step semantics of

Pnueli and Shalev.

In the future, we intend to complete the intuitionistic framework by adding an algebraic theory for macro-

step semantics. Our results can then be used to derive a structural operational semantics that provides a

sound and compositional basis for implementing Statecharts.

This research was conducted in collaboration with Michael Mendler (Sheffield University, England).

State-space Generation Using Multi-valued Decision Diagrams

Gerald Liittgen

Many formal verification techniques rely on the construction of the state space of the system under

consideration. For coping with the large complexity of systems in practice, efficient data structures, e.g.,

decisioTt diagrams, have been developed which encode state spaces in sub-linear space. However, while this

approach exhibits excellent results COlnpared to traditional techniques, it can still be problematic for realistic

systeins. In fact, the use of decision diagrams may make the state-space generation a time-bound problem

instead of a memory-bound problem. The objective of this work is to speed up the state-space generation of

.asynchroTtous systems by exploiting the locality el system events.

\_,k_approach the task by defining astate-spaee generation algorithm that works on multi-valeted decision

diagrams (MDDs) that are 'horizontally' partitioned rote levels. The locality of events in as.vilchronous

systems can then be exploited to optimize existing MDD-based algorithIns regarding their tiine efficiency.

More precisely, most events of an asynchronous system only affect a few local COml)onents of the global

state, such that in many cases operations on MDDs can be performed at a few levels (often at just a sitigle

level), rather than having to traverse the entire data structure. Although this approach involves some space

overhead due to additional bookkeeping and also requires some sophisticated techniques for consistently

haTtdling caches, it is considerably more time-etl-icient than existing MDD-based algorithms. We verified

this statement by prototypically iniplementing different variants of our algorithm within the Petri 7tel tool

SMART and by measuring their perforlnance when being applied to standard example systems taken from

the literature. Although our algorithms are not optimized, they are on average significantly faster (measured

speed-ups ranged between 20_ and 2000_:) than related algorithms that do not exploit locality.
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In the flmlre, we want to fllrther optimize our MDD algorithms and their implementations. One iuq)or-

tant issue that needs to t)e addressed concerns the efficient haudling of caches. As soon as our implementation

is flue-tuned, we will apply verification techniques based on MDDs to analyzing systems of relevance to NASA

Langley. Moreov(u. our algorithm seeIns to be suitable for an efficient paralM implementation on distributed

computing environments, such as ICASE's Beowulf system, Coral.

This research was conducted in collaboration with Gianfranco Ciardo and Radu SiminiceaIm (The College

of William & Mary).

Arcade: A Distributed Computing Environment for ICASE

Piyush Mehrotra

Distributed heterogeneous computing is being increasingly applied to a variety of large-size COmlmta-

tional problems. Such colntmtations, for example, the multidisciplinary design optimization of an aircraft.

generally consists of nmltiI)le heterogeneous modules interacting with each other to solve, the problem at

hand. These applications are generally developed by a team in which each discipline is the responsibility of

experts in the field. The objective.of this project is to develo I) a GUI-based environumnt which supports the

multi-user design of such applications and their execution and monitoring in a heterogeneous environinent

consisting of a network of workstations, specialized machines, and parallel architectures.

\\'(' have been iinplementing a ,Java-based three-tier prot<)tyt)e system which supports a thin <:lient

interface for the design and execution of nmlti-module codes. The middle tier consists of logic to proerss

the user input and also to manage the resource controllers which comprise the third tier. Among other

enhancements to our implementations, we have been focusing on resource management and monitoring, and

module execution across multiple doinains. We hax'e been investigating various methodologies to provid(,

secure mechanisms for remote executions of modules. This includes not only tim actual running of the

('ode but also the transfer of the int)ut data and the results in a secure maimer across domains. We have

imt)lemente(t several techniques using different technologies, e.g., ftp and RMI and are ('urrentlv in the

t)rocess of COml)aring the al)t)roaches. For resource monitoring and management, we have focussed on .Jini,

a new technology fi'om Sun. .]ini uses multicasting for its discovery and join protocols and hence works

well with a single domain which supports multicasting. We have extended Jini with a hierarchical tunneling

service, so that Jini services can be used across non-multi-castat)le networks. The ilnl)lementation has t)een

tested across the ICASE an(t ODU domains and is being incorporated in the Arcade environment.

In the filture we will continue enhancements of the whole environment. In particular we will fi)cus on

deveh)ping an XML-based resource descrii)tion system so as to allow the resource inanagenlent syst(,In to

support more dynamic features. We would also like to replace our current scripting language with a more

t)owerflll and standardized apl)roach, such as Python or all XML-t)ased svstenl.

This r(,sear('h was being conducted m collaboration with A. A1-Theneyan and M. Zubair (Old Dominion

University).

Languages for High Performance and Distributed Computing

Piyush Mehrotra

There are many approaches to exploiting the power of parallel an(t distributed computers. Under this

project, our focus is to evaluate these different approaches, t)roposing extensions and new compilation tech-

niques where al)propriate.

OpenMP is a set of directives extending C, C++. and Fortran that provi(tes a shared-melnox-y parallel

t)rogiamming mo(lel. Current parallel architectures are built by interconnecting nodes that internally t)rovide
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true-sharedmemoryacrossa smallnumberof processors.Bothhardwareand software-based approaches

are used to provide a shared address space across the physically distributed memories of the nodes ill larger

systems. OpenMP provides all easy and incremental approach for small-scale shared nmmory systems.

However, controlling and exploiting data locality becomes an issue as the latency for data transfers across

the nodes increases for larger systems. Based on our experience with HPF. we had earlier I)roposed a set

of OpenMP extensions which allows users to control the locality of the data and specify the distributions

across the nodes. Our ext)erience with codes has shown that our ('urrent set of extensions is not enough. In

particular, users should be able to control the distribution of data to the pro('essors within each node. Also,

the layout of the data within each node can also become a performance issue. We are ('urrentl.v investigating

alternatives which would allow such support.

In the future, we will coIltinue investigating the efficacy of the directives, 1)oth from the view of t)erfor-

mance and user specification.

This research was conducted in collaboration with B. Chapman (University of Houston).

Towards the Verification of Java Byte-code

Cdsar Mufioz

Java has emerged in the last years as the progranlming language for the Internet. Most of Java's success

is due to the emphasis the designers of the language were giving to portability. In fact, a key aspect of

the language is the specification of a standard execution mo(lel, called the Java Virtual Machine (.]VM),

which executes iimchine-indet)endent t)yte-co(te. Thus, when a .lava application is running in a heterogeneous

network, the byte-code is transfered between the nodes, and locally executed by the JVM of each particular

node. Security an(t safety concerns on the execution of the byte-co(le are particularly ilnportant in embed(ted

systems like vehicle navigation or air traffic control apt)lications, where reliability is a critical issue. Byte-

code validations are t)erformed by the JVM mainly through a tyl)e-checking algorithm. However, holes in

the security policy for Java byte-code have been discovered. In this work we apply Formal Methods to study

Java byte-code verification in order to improve the safety aspects of the language.

Model-checking, usually based on state-space exploration, is a mature technology for automatic verifi-

cation of finite-state systems. To handle the case of infinite-state systems, as the case of Java at)plications

is in general, techniques involving abstraction and theorem-proving are necessary. This work focuses on

a reasonable subset of the Java byte-code language containing threads, and the basic types integers and

booleans. For this subset of the language, an abstraction technique which uses enriched type information

on execution points of a byte-code program will be developed. Theorem proving will be necessary to buiht

the appropriate abstraction, and model-checking could be used to automatically discharge properties on

finite-state abstractions. So far, we have define(t a formal model for Java byte-code. We have applied it to

examples which show that existing techniques can be improved.

Once our initial formal framework has t)een completed, it will be extended to handle aspects not con-

sidered in the first apt)roach, such as exceptions, and a rMler set of instructions of the Java byte-code.

This resem'ch was Collducted in collaboration with Peter Habermehl (University of Paris 7).

A Generic Higher-order Unification Algorithm

Cdsar Mufioz

Higher-order Unification (HOU) is the process to solve equations in the A-calculus. In contrast to first-

order unification, HOU is undecidat)le and a most general solution does not always exist. In (let)endent type

3:{



s3"stems, where terms are allowed to appear inside types, HOU reveals some additional technical difficul-

ties. HOU problenls arise ill several program analysis techniques, for instance type checking, abstraction,

ot)timization, and program trallsfi)rmation. HOU is also a main issue on advanced theorem provers and

logic l)rogralmning tools. Fundamental imt)rovenmnts in HOU algorithms are essential for the advancement

of these efforts. In tile past years, diverse techniques for HOU have been proposed. The objective of this

work is to investigate the application of a new promising technique called ezTlicit substitutions, which allows

substitutions to be first-class objects in A-calculus, to implenient a generic and efficient HOU algorithm for

dependent-type systems.

It is well known that the A-calculus can tm encoded in a first-order setting via a nameless notation for

variables called de Bruijn indices. Recently, the HOU problem for the siinply typed /_-calculus has been

considered in a suitabh, first-order equational theory via de Bruijn notation and explicit substitutions. Firsl-

class substitutions and de Bruijn indices notation give to the HOU t)roblem a first-order presentation that

eliminates technical problems related to tile higher-order aspects of the A-calculus. FurtherInore, they allow a

liner grained control over the unification algorithm. We have implemented, in tile flmctiona] object-oriented

language Objective Carol, a HOU algorithm for the Calculus of Constructions, the richest dependent-type

theory. The implementation has been tested with some known theorems. Remarkably it has synthesize<t in

a few seconds, given some initial logical simplifications, an automatic proof of a famous Cantor theorenl. We

have begun the recta-theoretical study of the algorithm.

We plan to extend the HOlT algorithm in such a way that it can be used as a constraint solver Inodule

fi)r theorem provers and logic t)rogralnming tools.

This research was conducted in collaboration with Nikolaj Bj,)rner (Kestrel Institute).

Verification of the AILS Alerting Algorithm

C&ar Mufioz

The Airborne Information for Lateral Spacing (AILS) is a project being conducted at the NASA Lan-

gley Research Center. Its objective is to reduce traffic delays and increase airport efficiency by enabling

at)t)roaches to closely spaced parallel runways in Illstrument Meteorological Conditions. Langley researchers

have developed an algorithm called the AILS Alerting Algorithm to provide situational awareness, alerting,

and guidance when one of the two aircraft on parallel approaches intrudes on the other aircraft's air space.

This algorithm analyzes tile parallel aircraft, states and makes time projections of possible intrusion scenarios.

Based on these projections and risk criteria, the algorithm triggers a sequence of four caution and warning

alerts. The ol)jective of this work is to at)ply formal analysis and verification techniques to the AILS alerting

algorithm to discover any possible errors, leading to unalerted near misses or collisions, that have not been

dete('ted during testing and sinmlation.

The AILS algorithm involves sinmltaneous physical mathematical calculations and a decision manage-

luent l)ro('edure. The ai)t)roaeh taken in this work is the combination of two different techniques to handle

both aspects of the algorithm:

* Mathematical calculations invoh'ing physical characteristics will t)e validated frst by hand and then

using conq)uter algebra tools.

* The algorithm will t)e fi)rmally modeled in a specification language and analyze(t using model check-

ing, theorent l)roving, or any other approt)riat(, tool.

This work is in its first stage of developnlent. A t)reliminary validation of an informal descril)tion of the

algorithm reveals suspicious behaviors. Since a formal descrit)tion of the algorithm is not available, the
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ongoingworkfocusesoil the understandingof theoverallenvironmentof thealertingalgorithmasit is
assumedbytheimplementation.

Oncetheformalanalysisofthealgorithmhasbeencompleted,researchwill I)enecessaryto understand
howcomputeralgehratools(:allbeinterfacedwithstandardfl)rmalw,rificationsystems.

Thisresearchwasconductedin collahorationwithVictorCarreflo(NASALangley).

Cache-friendlyAlgorithms in Scientific Computing

Alez Pothen

Modern computer architectures achieve high performance 133"issuing and executing a number of instruc-

tions in parallel. However, since execution times of instructions improve at a faster rate than memory access

times, in many irregular computations the bottleneck is the speed with which the data operands can be fed

to the CPU. This bottleneck is alleviated by means of caches, small fast memories to which data can be

moved from the larger and slower t)rimary memory, and from which data can be mow_d to the CPU. We

study how irregular computations (e.g., unstructured mesh or Sl)m'se niat.rix algorithms) can be organized

so that most of the data accesses can be performed within the cache for high perfornlance.

We have studied the cache performance of the kernel of an unstructured mesh code for solving Euler's

equations using a cache sinmlation tool called FastCache. We have reordered the data accesses in this

computation with the Cuthill-McKee, Sloan, Nested Dissection, and space-filling-curve reordering atgorit.hnls.

The cache performance of irregular codes is greatly enhanced t)y these orderings. We have looked at the

number of cache misses generated by each statement in tile kernel to understaild the reasons why the

reordering algorithms improve cache performalwe. We conclude that the CM and Sloan reorderings improve

temporal locality, while Nested Dissection improves spatial locality. Our findings lead to general principles

for improving the cache performance of irregular computations.

We arc currently working on modeling nmltiple levels of caches and on modeling analytically the cache

performance of Inany kernels of scientific computing algorithms.

This research was conducted in collaboration with Jinghua Fu ICASE and Oht Dominion University)

and Dimitri Mavriplis (ICASE).

Fast Algorithms for Incomplete Faetorization Preeonditioners

Alez Pothe_

The paralM computation of robust preconditioners is a priority for solving large systeins of equations

iteratively in several scientific computing l)roblems. We are developing parallel algorit.hms and software that

can compute incomplete factorization preconditioners for high level fill.

We have developed a structure theory based on paths in the adjacency graph of the matrix to identify

the nonzero elements in incomplete factors. We assume that the adjacency graph can be partitioned into

subgraphs of roughly equal sizes such that few edges are cut by the l)artition. We map the subgraphs to

processors, forIn a suhdomain interconnection graph, aim order the subdomains so as to reduce global de-

pendences. On each subdomain, we locally reorder the interior vertices before the boundary vertices. This

reordering limits the fill that joins a subgraph on one processor to a subgraph on another, and enhances the

concurrency in tile computation. The preconditioner computation takes places in two phases: in the first

phase, each processor computes the rows of the preconditioner corresponding to the interior vertices of their

subdomains. In the second phase, the rows corresponding to the boundary nodes are comtmted. This ap-

proach can make use of level-based and numerical threshold based algorithms for computing preconditioners

in paralM.
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Our t)reliminary results on tile SGI Origin and Coral, the ICASE Beowulf cluster, show efficiencies in

the range of 75cZ oil up to 16 processors. We are continuing to develop our parallel implenmntation.

This resear(:h was conducted in collaboration with David Hysom (ICASE and Old Donfinion University).

Spindle: An Algorithmic Laboratory for Ordering Algorithms

Ale:r Poth.en

We have developed an algorithmic laboratory for quickly prototyping promising algorithms and ext)er-

imenting with a collection of algorittmlic variants for several ordering problems. Among these are the fill

reduction probleln: Order the rows and columns of the coefficient matrix to reduce the fill in sparse Gaus-

sian elimination (both complete and incomplete factorizations); and the sequencing t)rol)lem: Given a set of

elements, and pairs of elements that are related, order the elements such that related elements are imml)ered

consecutively. We emph)y object-oriented design techniques (OOD) to make the laboratory flexible and easy

to extend.

()OD manages complexity by means of decomposition and abstraction. We decompose our software

into two main types of objects: structural objects corresl)onding to data structures, and algorithmic objects

corresponding to algorithms. This design decout)les data structures from algorithms, pernfitting a user to

experiment with different algorithms and different data structures, and if necessary develop new algorithms

and data structures. We have implenlented seven variants from tile family of minimum degree ordering

algorithms using this design paradigm. Prior to our work, there was no single (:ode that implelnented all

of these algorithms. Our implenmntation makes it. possible for us to change ordering algorithms Inidstream

while ordering a problenL We have found this to be of benefit, since a hybrid algorithm that en_ploys the

nmhit)le minimum degree (MMD) algorithm and switches at later stages to the approxiniate Inininuml degree

(AMD) algorithm can improve performance for problems where either algorittun has poor performance. X_

have also analyzed the complexity of the minimum-degree a.lgorithm.

V(e are currently considering the extension of our methods to ordering unsymmetric problems.

This research was conducted in collaboration with Gary Kumfert (ICASE and Old Dominion University).

He has j()ined the Center for Advanced Scientific Conq)uting at Lawrence Livermore National Lab as a

('onlputer scientist.

Efficient Solution of Radiation Transport Equations

Linda Stal.s

Under certain physical assuml)tions, such as isotrot)ic radiation, optically thick material and teml)erature

equilibrium, radiation transport may be modeled by a systeIn of three nonlinear equations. Due to strong

nonlinearities and large jumps in the coefficients these equations are challenging to solve. One tool which

may be use(t to meet this challenge is to write an efticient parallel solver, thus, allowing us to solve a given

problem more quickly. However, just considering tile parallel efficiency is not enough, if we do not also

take algorithmic scalahility into account we camlot include details in the models which are of interest to the

scientists. That is, the time required to solve the problem on a single processor should increase only linearly

as the number of grid points is increased.

()he te(:hIfique we have explored is the use of adaptive refinement techniques to give Inore a('curate

answers fin less computational work. Although more 'quantitative' analysis is needed, our initial results

imI)ly that our method is robust and cal)tures the required information.
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Radiation transi)ort equations are time dependent. We has,e extended our code to include tile time

dependence and obtained some results for the test ease where all t emt)eratures are in equilibrium and the

system of equations reduces to a single equation.

The initial phase of the time stepping algorithm is. comtmtationally, the most difficult and the solution

algorithms will not converge if the step size is too larg(_. ()n(' of tht_ aspects we wouht next like to focus on

is the use of adaptive tim(, stet)ping techniques which dynamically ('hoose the ste l) siz(' need(,d for a giv(,n

t)roblem.

This research was conducted as part of an ASCI project. The I)rincit)le investigators are David Keyes

(ICASE and Old Dominion University). Dimitri Mavril)lis (ICASE) and Alex Pothen (ICASE and Old

Dominion University).
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REPORTS AND ABSTRACTS

Girimaji, Sharath S.: Reduction o/large dynamical systems by minimization of evolution rate. ICASE Ret)ort

No. 99-15, (NASA/CR-1999-209121), May 19, 1999, 13 pages. To appear ill Physical Review Letters.

tRedu('tion of a large system of equations to a lower-dimensional system of similar dynamics is investi-

gated. For dynamical systems with dist)arate tilnescales, a criterion for determining redundant dimensions

and a general reduction method based on the minimization of evolution rat(, are t)rol)osed.

.]anka, Erik, and Ponnamt_almn Balakumar: On the .stability o/three-di'mcnsional boundary layers part 1:

Liuear aud nonlinear stability. ICASE Report No. 99-16, (NASA/CR-1999-20933(}), .May 28. 1999, 25 pages.

Submitted to Tlleoretical and Computational Fluid Dynamics.

The primary stability of incolnpressible t hree-dinmnsional 1)(>undary layers is investigate<t using the

Parabolized Stal)ility Equations (PSE). We compute the evolution of stationary and traveling (tisturt)ailces

in tim linear and nonlinear region prior to transition. As model problems, we choose Swept Hiemenz Flow

and the DLR Transition Experiment. The primary stability results for Swept Hiemenz Flow agree very well

with computations by Malik et al. For the DLR Ext)eriment, the mean flow profiles are obtained by solving

the boundary layer equations for the measured pressure distribution. Both linear and nonlinear results show

very good agreement with the ext)erinmnt.

Lh)rente. Ignacio M., Boris Diskin, and N. Duane Melson: Plane smoothers for 'multibloek grids: Com-

putational aspects. ICASE Report No. 99-17, (NASA/CR-1999-209331), May 28, 1999, 29 t)ages. To be

submitted to the Journal of Coml)utational Physics.

Standar(t nmltigrid methods are not well suited for problems with anisotrot)ic discrete operators, which

can occur, for exanlt)te, on grids that are stretched in order to resolve a boundary layer. One of the most

efficient approaches to yield robust methods is the combination of standard coarsening with alternating-

direction plane relaxation in the three dimensions. However, this approach may be difficult to implement in

codes with nmltil)lock structured grids t)ecause there may be no natural definition of global lines or t)lanes.

This inherent ol)stacl(, limits tit(" range of an implicit smoother to only the portion of the comt)utational

domain in the current block. This report studies in detail, both nmn,'ri(:ally and analytically, the behavior

of blockwise plane smoothers in order to provide guidance to engineers who use block-structured grids. The

results el)rained so fat show alternating-direction t)lane smoothers to be very robust, even on multibloek

gri(ls. In common computational fluid dynamics nmttiblock sinmlations, where the number of sub(tolnains

crossed by the line of a strong anisotropy is low (u t) to four), textbook nmltigrid convergence rates can be

obtained with a small overlal) of cells t)etween neighboring t)locks.

Liittgen, Gerald, and Victor Carrefio: Analyzing mode cow,fusion via model ch,ecking. ICASE Report No.

99-18, (NASA/CR-1999-209332), May 27, 1999, 67 pages. Submitted to the Sixth Spin99 Workshol).

.Mode ('onflision is one of the most serious t)roblems in aviation safety. Today's complex digital flight

decks make it diffi('ult for pilots to maintain awareness of the actual states, or modes, of the flight deck

automation. NASA Langley leads an initiative to exi)lor(, how formal techniques can be used to discover
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possible sources of mode confusion. As part. of this initiative, a flight guidance system was previously specified

as a finite Mealy automaton, and the theorem prover PVS was used to reason about it.

Tile objective of tile present t)aper is to investigate whether state-exploration techniques, especially

model checking, are better able to achieve this task than theorem proving and also to compare several

verification tools for the specific application. The flight guidan!:e system is modeled and analyzed in Murphi,

SMV, and Spin. Tile tools are compared regarding their system description language, their practicality for

analyzing mode confllsion, and their ca.tm.bilities for error tracing and for animating diagnostic information.

It tllrns out that their strengths are complementary.

Janke, Erik, and Ponnampalam Balakumar: On the stability of three-dimensional boundary layers part

2: Secondary instability. ICASE Report No. 99-19, (NASA/CIl-1999-209341), .hme 15. 1999. 28 pages.

Submitted to Theoretical and Comtmtational Fluid Dynanfics.

Tile secondary instability of three-dimensional incompressible boundary layers is studied using Floquet

theory. Starting from the equilibrimn solutions that we obtained from the PSE comlmtations documented

in Part. 1, we investigate the region where a tmrely stationary crossflow disturbance saturates for its sec-

ondary instability characteristics utilizing developed global and local eigenvalue solvers that are based on the

Implicitly Restarted Arnoldi Method, and a Newton-Raphson technique, respectively. Tile main focuses of

this study are on the existence of multiple roots in the eigenvalue spectrum that could explain experimental

observations of time-dependent occurrences of an explosive growth of traveling disturbances, on the routes

by which high-frequency disturbances enter the boundary layer, as well as on gaining more information about

threshold amplitudes for the growth of secondary disturbances.

Sidilkover, David: Factorizable schemes for the equations of fluid flows. ICASE Report No. 99-20, (NASA/

C1R-1999-209345), June 15, 1999, 18 pages. Submitted to Applied Numerical Mathematics.

We present an upwind high-resolution factorizable (UHF) discrete scheme for the compressible Euler

equations that allows to distinguish between full-potential and advection factors at the discrete level. The

scheme approximates equations in their general conservative form and is related to the family of genuinely

multidimensional upwind schemes developed previously and demonstrated to havb good shock-capturing

capabilities. A unique property of this scheme is that in addition to tile aforementioned features it is also

factorizable, i.e., it. allows to distinguish between full-potential and advection factors at the discrete level.

The latter property facilitates the construction of optimally efficient multigrid solvers. This is done through

a relaxation procedure that utilizes the factorizability property.

Qian, Yue-Hong, and Ye Zhou: On higher order dynamics in lattice-based models using Chapntan-Ensko9

method. ICASE Report No. 99-21, (NASA/CI/-1999-209346), June 18, 1999, 12 pages. Sut)mitted to Phys-

ical Review E.

Ill this paper, we investigate the existence of higher order dynanlics in lattice-based models. We have

identified two conditions that determine whether a model would allow some Burnett-like equations when

the Chapnlan-Enskog expansion is used. These two conditions are tile mnnber of the conserved quantities

as well as the space and time discretization. We shall demonstrate these conditions by discussing (1) pure

diffusion equation, and (2) hydrodynamic equations. While the fact that diffilsion equation allows the higher
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order dynaInics can be shown easily, we will illustrate that care must be taken when deriving Burnett-like

equations for lattice-based hydrodynaniics models using the Chapnian-Enskog method.

Kennedy. Christopher A.. Mark H. Carpenter, and R. Michael Lewis: Low-storage, explicit Runge-Kutta

sche'mes for the compressible Navier-Stokes equation,s. ICASE Report No. 99-22, (NASA/CR-1999-209349).

June 18. 1999, 57 pages. Submitted to Applied Numerical Mathematics.

The (h,rivation of low-storage, explicit Runge-Kutta (ERK) schemes has been perfl)rmed in the context

of imegrating tit(, compressil)le Navier-Stokes equations via direct mmlerical simulation. Optimization of

ERK methods is done across the 1)road range of t)rol)erties, such as stat)ility and accuracy efficiency, linear

and nonlinear stability, error control reliability, ste l) change stability, and dissipation/dispersion a(:curaey.

subject to varying degrees of memory eeonomization. Following van dec Houwen and Wray, 16 ERK pairs

are presented using flom two to five registers of memory l)er equation, t)er grid l)oint and having accuracies

from third- to fifth-order. Methods have been assessed using the differential equation testing code DETEST,

and with the 1D wave equation. Two of the methods have been applied to the DNS of a compressible .jet

as well as methane-air and hydrogen-air flanles. Derived 3(2) and 4(3) pairs are competitive with existing

full-storage methods. Although a substantial efficiency penalty accomt)anies use of two- and three-register,

fifth-order methods, the best contemporary full-storage methods can be nearly matched while still saving

two to three registers of memory.

Ryaben'kii, V.S.. V.I. Turchaninov, and S.V. Tsynkov: Long-time numerical integration of the three-dimen-

sional wave equation in the vicinity of a moving source. ICASE Report No. 99-23, (NASA/CR-1999-209350),

.hme 18, 1999, 25 pages. To I)e submitted to Mathematics of Computation.

We propose a faInily of algorithms for solving mmmrically a Cauchy problem for the three-dimensional

wave equation. The sources that drive the equation (i.e., the right-hand side) are comt)actly SUl)t)orted in

space for any given time: they, however, Inay actually move in space with a subsonic speed. The solution is

calculated inside a finite domain (e.g., sphere) that also moves with a subsonic st)eed mid always contains

the support of the right-hand side.

The algorithms emt)loy a standard consistent and stable explicit finite-difference scheme for the wave

equation. They allow one to calculate the solution for arbitrarily hmg time intervals wit[lout error accumu-

lation and with the fixed non-growing amount of the CPU time and memory required for a(tvan(:ing one time

stel). The algorithms are inherently three-dimensional; they rely on the presence of lacunae in the solutions

of the wax'(, equation in o(tdly (limeilsional spaces.

The methodology presente(t in the paper is, in fact, a building block for constructing the nonlocal highly

accurate unsteady artificial boundary conditions to be used for the numerical sinmlation of waves l)ropagating

with finite speed over unbounded domains.

Alexan(lr()v, Nat alia M., mid Robert Michael Lewis: Comparatiw_ properties of collaborative optimization and

other appTvaches to MDO. ICASE Report No. 99-24. (NASA/CR-1999-209354), .]uly 13, 1999, 17 pages. To

appear in the Procee(tings of ASMO UK/ISSMO Conference on Engineering Design Optimization.

VG, discuss criteria by which one (:an classify, analyze, and evaluate at)l)roaches to solving multidis('i-

t)linary (lesign ot)timization (MDO) problems. Central to our discussion is the often overlooked (tistinction
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between questions of formulating MDO protflems and solving the resulting computational problem. We

illustrate our general renlarks bv comparing several approaches to biD() that have been proposed.

Diskin, Boris: Solving upwind-biased discretizations H: Multigrid soh_er using semicoarsening. ICASE Report

No. 99-25. (NASA/CR-1999-209355), .luly 14, 1999, 34 pages. To be submitted to the SIAM Journal of Sci-

entific Computing.

This paper studies a novel multigrid approach to the sohltion for a second order upwind biased dis-

cretization of the convection equation in two dimensions. This approach is based on senlicoarsening and

well balanced explicit correctitm ternls added to coarse-grid ot)erators to nlaintain on coarse grids the same

cross-characteristic interaction as on the target (fine) gr!d. Colored relaxatioll schenleS are use(t on all 111('

levels allowing a very efficient paralh,1 iinplenmntation. The results of the nulnerical tests Call be sunmmrized

as follows:

1. The residual asymptotic convergence rate of tile proposed 1"(0,2) multigrid cycle is al)out 3 per

cycle. This convergence rate far surpasses the theoretical limit (4/3) predicted for standard multigrid

algorithms using fllll coarsening. The reported efficiency does not deteriorate with increasing the

cycle depth (number of levels) and/or refining the target-grid mesh spacing.

2. The full multigrid algorithm (FMG) with two 1"(0, 2) cycles on the target grid and just one 1"(0.2)

cycle on all the coarse grids always provides an approximate sohltioxl with tile algebraic error less

than the discretization error. Estimates of the total work in the FMG algorithm are ranged between

18 and 30 minimal work units (depending on the target discretization). Thus, the overall efficiency of

the FMG solver closely approaches (if does not achieve) the goal of the textbook multigrid efficiency.

3. A novel approach to deriving a discrete solution approxiinating the true continuous solution with

a relative accuracy given in advance is developed. An adaptive nmltigrid algorithm (AMA) using

comparison of the sohltions on two successive target grids to estimate the accuracy of the current

target-grid solution is defined. A desired relative accuracy is accepted as an input parameter. The

final target grid on which this accuracy can be achieved is chosen autonlatically in the solution

process. The actual relative accuracy of the discrete solution approxinlation obtained by AMA is

always better thall the required accuracy; tile computational complexity of the AMA algorithm

is (nearly) optimal (conlt)arable with the comt)lexity of the FMG algorithm applied to solve the

problenl on the optimally spaced target grid).

Mufioz, Cbsar, and John 1Rushby: Structu_nl embeddings: Mechanization with, method. ICASE Report No.

99-26, (NASA/CR-1999-209360), July 16, 1999, 22 pages. To appear in the Proceedings of FM'99.

Tile most powerful tools for analysis of forulal specifications are general-purl)ose thc'orem 1)rovers an(l

model (:heckers, 1)ut these tools t)rovide scant methodological support. Conversely, those approaches that do

provide a well-developed method generally has'e less l)owerful automation. It is natural, therefore, to try to

combine tile better-deveh)ped methods with the nlore powerful general-purpose tools. An obstacle is that

the methods and the tools often employ very different logics.

V_'e argue that nletho(ls are set)arat)le fl'om their logics and ar(, largely concerned with the structure an(l

organization of specifications. We prot)ose a techifiqne called structural embedding that allows the stru('tural

eleinents of a metho(1 to be suI)ported by a general-purpose tool, while substituting the h)gi(' of the tool for

that of the metho(t. We have found this technique quite effective and we provi(le solne examl)h's of its
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application. We also suggest how general-purpose systems could be restructured to support this activity

}}etter.

Liu. ,Jian-Guo, and Chi-\Vang Shu: A high order discontinuous Galerkin method for 2D incompressible flows.

ICASE Rel}ort No. 99-27. (NASA/CR-1999-209361), .July 16, 1999, 22 [)ages. Submitte(t to the ,Journal of

Conq}utational Physics.

In this paper we introduce a high order discontinuous Galerkin method for two dimensional incoml}ress-

ibl{, flow in vorticity streamfimction formulation. The momentum equation is treated exl}licitly, utilizing

the etficiencv of the discontinuous Galerkin method. The streamfunction is ol}tained t)y a standard Poisson

solver using continuous finite elements. There is a natural matching t}etween these two finite element spaces.

since the normal component of the velocity field is continuous across element boundaries. This allows for

a correct ul)winding gluing in the discontinuous Galerkin framework, while still maintaining total energy

conservation with no numerical dissipation and total enstrophy stat}ility. The method is suitable for inviscid

or high Reynolds number flows. Qptimal error estimates are proven and verified 1}y numerical experiments.

Lian. Yongsheng. and Kun Xu: Gas-kinetic scheme for multimaterial flows and its applieation in chemical

reaetum. I('ASE Report No. 99-28, (NASA/CR-1999-209364), August 20, 1999.34 pages. To be submitted

to the .Journal of Conq}utational Physics.

This l)aper ('oncerns the extension of the multiconq)onent gas-kinetic BGK-type scheme to multidi-

mensional chenii('aI reactive flow ('alculations. In the kineti(' model, each colnl)onent satisfies its individual

gas-kinetic BGK equation, and the equilibrium states of |)oth components are cout)led in space and thne due

to the momentum and energy exchange in the course of [)article collisions. At the same time, according t()

the chemical reaction rule one component can be changed into another component with the release of energy,

where the reactant and product could have different gamma. Many numerical test cases are inchlded in this

paper, which show the robustness and accura(:y of kinetic approach in the description of nmlticomt)onent

reactive flows.

Smith, Ralph C., and Zoubeida Ounaies: A hysteresis model for piezoceramic utaterials. ICASE Report No.

99-29. (NASA/CR-1999-209368), August 20. 1999, 13 pages. To be t)resented at the 1999 ASME Interna-

tional Me('hanical Engineering Congress an(t Ext}osition.

This paper addresses the modeling of nonlinear constitutive relations and hysteresis inherent to piezo-

ceramic materials at moderate to high drive levels. Such Inodels are necessary to realize the flfil potential of

the materials in high performan('e {'ontrol applications, and a necessary t)rerequisite is the developnmnt of

techniques which permit control implementation. The at)proach employed here is based on the quantification

of reversible and irreversible (lomaiIl wall motion in response to applied electric fields. A {:omparison with ex-

l)erimental data illustrates that l)ecause the resulting ()DE Inodel is physic-based, it can be employed for both

chara('terization an([ prediction of polarization levels throughout the range of actuator operation. Finally,

the ()DE formulation is amenable to inversion which facilitates the development of an inverse conq)ensator

for linear control design.
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_>fet, Amir, and Peter G. Petropoulos: A non-dissipative staggered fourth-order accurate explicit finite

difference scheme for the time-domain Maxwell's equations. ICASE Report No. 99-30, (NASA/CR-1999-

209514), August 20. 1999, 30 pages. To be submitted to the SIAM Journal of Al)plied Mat henlatics.

We consider a divergenee-fl'ee non-dissipative fourth-order explicit staggered finite difference scheme for

the hyperbolic Maxwell's equations. Special one-sided difference operators are derived in order to implement

the schen,e near metal boun(taries and (lieleetric interfaces. Numerical results show the scheme is long-time

stable, and is fourth-order convergent over complex domains that include diele('tric interfaces and perfectly

conducting surfaces. We also examine the sclmnm's I)ehavior near metal surfaces that are not alligned with

the grid axes, and corot)are its accuracy to that obtained by the Yee scheme.

Xu, Kun: A gas-kinetic method for" the hyperbolic-elliptic equations and its application in two-phase fluid

rio**:. ICASE Report No. 99-31, (NASA/CR-1999-209515), August 20, 1999, 2(I pages. To be submitted to

the SIAM Journal of Scientific Computing.

A gas-kinetic method for the hyperbolic-elliptic equations is presented in this paper. In the mixed

type system, the co-existence and the phase transition between liquid and gas are described 1)y the van

der Waals-type equation of state (EOS). Due to the unstable mechanism for a fluid in the elliptic region,

interface t)etween the liqui(t an(t gas can be kept sharp through the con(tensation and evaporation process

to remove the "averaged" mnnerical flui(t away from the elliptic region, and the interface thickness (lepends

on the numerical diffusion and stiffness of the t)hase change. A few examples are presented in this pal)er for

both phase transition and multifluid interface problems:

Ounaies, Zoubeida, Cheol Park, Joycelyn S. Harrison, Joseph G. Smith, and Jeffrey Hinkley: Structure-

property study of piezo-eleetricity in polyimides. ICASE Report No. 99-32, (NASA/CR-1999-209516), Au-

gust 20, 1999, 14 pages. To appear in the Proceedings for the SHE: Smart Structures an(l Materials

Symposium.

High perforinance piezoelectric polymers are of interest to NASA as they may be useflfl for a variety

of sensor at)t)lications. Over the past Dw years research on piezoelectric polylners has le(t to the devel-

opment of proinising high temperature piezoelectric responses in some novel t)olyimides. In this study, a

series of polyimides have been studied with systematic variations in the diamine monomers thai corot)rise

the polyimide while holding the dianhydride constant. The effect of structural changes, including variations

in the nature and concentration of dipolar groups, on the relnanent polarization and piezoelectri(' ('()(,ifi-

cient is examined. Fun(tamental structure-piezoelectric property insight will enable the molecular design of

t)olymers possessing distinct improvements over state-of-the-art piezoelectric polynmrs inclu(ting enhan('(,(t

polarization, polarization stability at elevate(1 temperatures, and lint)roved 1)rocessability.

Denmren, Ayodeji O., and Rol)ert V. Wilson: Streamwise vorticity generation in laminar and turbulent

jets. ICASE Report No. 99-33, (NASA/CR-1999-209517), August 2(t, 1999, 16 pages. %) at)pear in the

Proceedings of ASME/JSME Fluids Engineering Conference.

Coint)lex stremnwise vorticity fields are observed in the ev<)lution of non-circular.iets. Generation mech-

anisms at'(, investigated via Reynolds-averaged (RANS), large-eddy (LES) and direct numerical (DNS) simu-

lations of laminar an(t turbulent rectangular jets. Colnplex vortex interactions at'(' foun(1 in DNS of laminar
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jets, lint axis-switching is observed only when a single instability mode is present in the incoming mixing

layer. With several modes present., the structures are not coherent and no axis-switching occurs. RANS

computations also produce no axis-switching. On the other hand, LES of high Reynolds number turbulent

jets produce axis-switching even for cases with several instability modes in the nfixing layer. Analysis of the

source terms of the nleml streamwise vorticity equation through post-processing of the instantaneous results

shows that ('omplex intera('tions of gradients of the normal and shear R(_ynolds stresses are resl)onsibh_ for

the generation of streamwise vorticity which leads to axis-switching. RANS computations confirm these

results, k-e turbulence model computations fail to ret)roduce the I)henomenon, whereas algebraic Reynolds

stress me(tel (ASM) computations, in which the secondary normal and shear stresses are conq)ute(l explicitly,

suc('e(,ded in r('produ('ing the phenomenon accurately.

Povitsky, Alex, and Philil) J. Morris: A parallel compact multi-dimensional numerical algorithm with acroa-

coustics applications. ICASE Report No. 99-34, (NASA/CR-1999-209518), August 23, 1999, 24 pages. Pre-

sented at the 14th AIAA CFD Conf(,renc(_.

In this study we propose a novel method to parallelizc high-order compact numerical algorithms for

the sohltion of three-dimensional PDEs in a space-time domain. For this numerical integration most of the

('onqmter time is spent in comi)utation of spatial derivatives at each stage of the Runge-Kutta temporal

update. The most efficient direct method to compute spatial derivatives on a serial computer is a version of

Gaussian elinfination for narrow linear banded systenls known as the Thomas algorithm. In a straightforward

pip(_lined implementation of the Thomas algorithm processors are idle due to the forward and backward

recurrences of th(, Thomas algorithnL To utilize processors during this time, we propose to use them for either

non-local data independent computations, solving lines in the next spatial direction, or local data-dependent

computations by the Runge-Kutta method. To achieve this goal, control of processor conmmnication and

computations by a static schedule is adopted. Thus, our parallel ('ode is driven by a communication and

('omt)utation schedule instead of the usual "creative programnfing" approach. The obtained t)arallclization

speed-up of the novel algorithm is about twice as much as that for the standard pipelined algorithm and

ch)se to that for the explicit DRP algorithm.

Baggag, Al)delkader, Harold Atkins, and David Keyes: Parallel implementation of the discontinuous Galerkin

method. ICASE Report No. 99-35, (NASA/CR-1999-209546), August 31, 1999, 12 pages. Submitted to the

Proceedings of the International Parallel CFD 1999 Conference.

This paper describes a parallel implementation of the discontinuous Galerkin method. Discontinuous

Galerkin is a spatially compact method that retains its accuracy and robustness on non-smooth unstructure(t

grids and is well suited for time del)endent simulations. Several parallelization approaches are studied and

(_valuated. The most natural and symmetric of the approaches has been inlt)leniented in an el)jeer-oriented

cod(, used to simulate aeroacoustic scattering. The 1)arallel implementation is MPI-based and has been tested

on various t)arallel t)latfornls such as the SGI Origin, IBM SP2, and clusters of SGI and Sun workstations.

The scalability results l)resented for the SGI Origin show slightly sut)erlinear speedup on a fixed-size problem

due to cache effects.
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Roe, Kevin_ and Piyush Mehrotra: Parallelizatiou o/a multigrid incompressible viscou,_ ca_ity flow solver

using OpenMP. ICASE Report No. 99-36, (NASA/CR-1999-209551), September 13, 1999, 13 l)ages. Pro-

ceedings of the Ninth SIAM Conference on Parallel Processing for Scientific Coml)uting.

We describe a nmltigrid scheme for solving the viscous incompressible (lriven cavity problem that has been

paralMized using OpenMP. The incremental parallelization allowed I)y OpenMP was of great help during

the parallelization process. Results show good paralM effi(:iencies fi)r reasonal)le prol)lem sizes on an SGI

Origin 2000. Since OpenMP allowed us to specify the mmtl)er of threads (and in turn pr()('essors) at runtime.

w,e were able to imtu'ove t)erformance when solving on smaller/coarser meshes. This was accomt)lished 1)y

giving each processor a more reasonable atnount of work rather than having many processors work on very

small segments of the data (and thereby a(tding significant overlwa(l).

Lasseigne, D.G., W.O. Crinfinale. R.D..h)slin, and T.L. Ja('kson: Towards understanding the mechanism o/

receptivity and bypass dynamic.s in laminar boundary layers. ICASE Report No. 99-37. (NASA/CR-1999-

209553), September 13, 1999.31 pages. To be sutmfitte(t to the Journal of Fhfid Mechanics.

Three prot)lenls concerning Laminar-Turbulent Transition art' addressed by solving a series of initial

value tu'obleInS. The first l)roblem is the calculation of resonan(:e within the continuous sl)ectrmn of tit(,

Bla.sius boundary layer. The second is calculation of the growth of Tolhnien-SchlMlting waves that are a

direct result of disturbances that only lie outside of the boundary layer. And. the third t)roblem is the

calculation of non-t)aralM effects. Together, these problems represent a unifie(t apt)roach to the study of

fl'eestream disturl)ance effects that could lead to transition. Solutions to the teml)oral, initial-value problem

with an inhoxnogeneous forcing term imposed Ul)On the flow is sought. By solving a series of problems, it is

shown that:

• A transient disturbance lying completely outside of the boundary layer can lead to the growth of an

unstable Tolhnien-Schlichting wave.

• A resonance with the continuous st)ect.rum leads to strong amplification that may provide a mecha-

nism for bypass transition once nonlinear effects are considered.

• A disturbance with a very weak unstable Tolhnien-Schlichting wave can lead to a much stronger

Tolhnien-Schlichting waa,e downstreain, if the original disturbance has a significant porti(m of its

energy in the continuum mo(tes.

Dobrian. Florin, Gary Kumfert, and Alex Pothen: The design o/sparse direct solvers using object-oriented

techniques. ICASE Report No. 99-38, (NASA/CR-1999-209558), Septeml)er 15, 1999, 37 pages. To apt)ear

in Modern Software Tools in Scientific Comlmting.

\\_ des('ribe our experience in designing obje<:t-oriented software for sparse direct solvers. We discuss

Spindle, a library of sparse matrix ordering (:()des, and OBLIO, a package that implements the factorization

and triangular solution steps of a direct solver. We discuss the goals of our design: managing complex-

it)', simplicity of interface, flexibility, extensibility, safety, and effMency. High l)ertbrmance is <)t)tained by

carefully implementing the computationally intensive kernels and by making several tradeoffs to balance the

conflicting demands of efficiency and good software design. Some of the missteps that we made in the course

of this work are also described.
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INTERIM REPORTS

Ch('n. Po-Shu: Implementation of interaction algorithm to non-matching discrete interfact_s betwee.n structure

and fluid mesh. [CASE Interim Report No. 36, (NASA/CR-1999-209340), June 18, 1999, 13 pages.

This paper presents software for solving tile non-conforming fluid structure interfaces in aeroelasti('

simulation. It reviews the algorithm of interpolation and integration, highlights the flexibility and tile user-

friendly feature that allows the user to select tile existing structure and fluid package, like NASTRAN and

CLF3D, to l)erform the simulation. The presented software is validated by coull)nting the High Speed Civil

Transport model.
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ICASE COLLOQUIA

April 1, 1999 - September 30, 1999

Name/Affiliation/Title Date

Shaffer, Cliff. Virginia Polytechnic Institute and State University

"Visualization for Multiparanmter Aircraft Designs"

Filippova. Olga. Gerhard-Mercator-Universitaet. Germany

"Lattice-BGK Model for Low Math Number Flows"

Haffka, Raphael, University of Florida, Gainesville

"Development of Inexpensive Extwriments tbr Testing Methods for Design

Against Uncertainty"

Huyse, Luc. University of Calgary, Canada

"The hnperatiw, of Including Uncertainties in a Design"

Rossow, Cord-Christiml, German Aerospace Center

"The German National CFD Initiative MEGAFLOW"

Kogan, Mikhail, TsAGI'- Central Aerohydrodynamics Institute, Russia

"TsAGI Research on the Influence of Aviation on the Atmosl)here"

Dubois, Evelyne, Ni(:e University, France

"A Novel Sensitivity Analysis Metho(t for High Fidelity Multidiscit)linary

Ot)timization of Aero-structural Systems"

Fahl, Marco, University of Trier. Germany

"On the Application of POD in Flow Control"

Hest, haven, Jan, Brown University

"Sl)ectral Methods on Unstructured Grids - Accurate, Stable, and Fast,"

Ciardo, Gianffanco. Tim College of William & Mary

"Efficient State Spa(:e Exl)loration and Storage Using Decision Diagrams"

Mendler, Michael, SheffM(1 University

"Lax Logic an(t Its Application to the Timing Analysis of Combinational Systems"

April 5

April 6

April 9

April 12

April 20

April 28

May 3

May 6

May 7

May 10

May 18
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Name/Affiliation/Title Date

Giunta,AnthonyA., NationalResearchCotmeil,NASALangley
"A NovelSensitivityAnalysisMethodfor HighFidelityMultidisciplinaryOptimizationof
Am'o-structuralSs-stems'"

Brenner.Gunther.InstituteofFhfidMechanics,ErlangenUniversity,Germany
"'ModelingandSimulationofCFDPml)lemsRelated to Process and Chemical Engineering"

Naguib. Ahmed. Michigan State

"'An Investigation of Wall-t)ressure Flow Sources in a Turbulent Boundary Layer"

El)stein. Boris, The Academic College of Tel Aviv - Yaffo

"'Aerodynamically Accurate Navier-Stokes Computations"

Cleaveland, Ranee, State University of New York at Stony Brook

"'Veri(ving Active Structural Control Systems: A Case Study in Formal Analysis"

Shusser, Michael, Calih)rnia Institute of Technology

"qnviscid Vortex Ring Formatioff'

Roska, Tamas, Computer and Autoulation Institute Budapest, Hungary

"'Analogic Celhflm" Computing and a TeraOPS Speed Focal Plane Visual Microprocessor"

Schneider, Frank, California Institute of Technology

•"Model Checking in the Context of the Spin Validation System"

Brown, Garry L., Princeton University

"'Experiments on Stability, Receptivity and Transition in a Math 3 Boundai'y Layer"

Goossens. Serge, Katholieke Universitaeit, Belgium

"'Two-level Algorithms for Overlapping Composite Mesh Difference Methods"

Taft, .lames R., Silicon Graphics, NASA Ames

"Re(:ent CFD Performance Results Using the New 02K with R12000 Processor"

Kot)etz, Hermann, Technische Universitaet Wien, Austria

"'The Time-triggered Model of Compntation"

Hyland, David, University of Michigan, Ann Arbor

"Toward Self-reliant Control"

May 21

May 27

.June 18

June 22

June 29

July 2

July 13

July 15

July 21

July 22

.hfly 23

.hflv 26

July 27

-18



Name/Affiliation/Title Date

Turner,Leaf.LosAlamosNationalLaboratory
"HelicityDecoml)osition:A CmntmctDescriptorforhdmmogeneousTurbulenceDvnanfics"

Povitsky,Alex,ICASE
"High-orderCompactNumericalSeheniesandModernComtmters"

Venditti,David.MassachusettsInstituteof Technology
"AdjointErrorEstimationandGridAdaptiveCriteriaforAccurateCFDPredictionsof
IntegralOutputs"

Habermehl,Peter,Universityof Paris
"Verificationof Infinite-stateSystemsbyCombiningAbstractionandReachabilityAnalysis"

Mistree.Farrokh,GeorgiaInstituteofTechnology
"ProductRealization in a Distributed Engineering Environment"

Yefet, Amir, New Jersey Institute of Technology

"A Non-dissipative Staggered Fourth-order Accurate Explicit Finite Difference Scheme for

the Time-domain Maxwell's Equations"

Rossow, Cord-Christian, German Aerospace Center

"On hnplicit Residual Smoothing Techniques"

Johnson, Chris, University of Glasgow

"Next Generation Accident 1Reporting"

Kulkarni, Sandeep, Ohio State University

"Comt)onent Based Design of Fault-tolerance"

• Bokhari, Shahid, Pakistan University of Engineering

"Ext)erience with the Tera MTA"

Kart)el, Moti. Technion - Israel Institute of Technology

"I/educed-size Models %1 Integrated Aeroservoelastic Analysis and Design ()ptimization"

Raveh. Daniella, Georgia Institute of Technoh)gy

"Reduced-sized Comtmtational Aer(>elastic Models for Aircraft Design Optimization"

Roe, Philip, University of Michigan, Ann Arbor

"Finite Volume Seheines that. Preserve Vorticity"

July 29

July 30

July 30

August 3

August 11

August i I

August 17

August 25

August 27

August 30

August 30

August 31

September 1
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Name/Afliliat ion/Title Date

Roe, Philip, University of Michigan. Ann Arbor

"Euler Codes Giving Potential Flow and Boltzmann Codes Giving Euler Flow"

Set)tend)er 2

Aksay. Ilhan, Princeton University

"'Biomiuu, tics Seminar: Bioinspired Processing of Organic/Inorganic Composites

through Self-asseml)l.v"

Septeui])er 3

B.iorncr. Nikolaj, Kestrel Institute. Palo Alto, CA

"Integrating De('ision Procedures for Temporal Verification"

September 3

Dickinson, Michael. University of Califl)rnia. Berkeley

"Biominmtics Seminar: The Aerodynamic Basis of Insect Flight"

Sel)tember 13

Carman, Greg P.. University of Calih)rnia, Los Angeles

"Biomimetics Seminar: Active Materials Research at UCLA"

September 15

Hamba, Fujihiro. University of Tokyo

"'Effects of Pressure Fhmtuations on Turbulence Growth in Compressible

H(mu)geneous Shear Fh)w"

September 21

Rapoff. Andrew 3., University of Florida. Gainesville

"Biomimetics Seminar: Biomimetic Structures and Materials Research at the

University of Florida"

September 29
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ICASE SUMMER ACTIVITIES

Thesmnmert)rogramfor 1999includedtile followingvisitors:

VISITOR and
AREA OF RESEARCH AFFILIATION

DATE OF

VISIT

Abarbanel, Saul

Applied _'4 Numerical Math

Tel Aviv University. Israel 7/20 8/13

A1-Theneyan, Ahmed

Computer Science

Old D()minion University 5/24 8/27

Baggag, Abdelkader

Computer Science

Purdue University 5/24 9/10

Banks, H. Thomas

Applied _'4 Numerical Math

North Carolina State University 6/08 6/09

7/06 7/07

8/31 9/03

Bjorner, Nikolaj

Applied _4 Numerical Math

[{estrel Institute 8/30 9/03

Brandt, Achi

Applied _'4 Numerical Math

The _VpizlnanIl Institute of Science,

Israel

7/05 7/16

Chapman, Barbara

Co_T_uter Science

University of Houston 8/09 8/20

Ciardo, Gianfranco

Computer Science

The College of V_'illiam & Mary 7/19 8/13

Criminale, William

Physical Sciences Fluid Alechanic.s

University of Washington, Seattle 9/20 9/24

Cronk, David

Corr_uter Science

Lucent Te(:hnologies 7/19 7/23

Darmofal, David

Applied e4 Numerical Math,

Massachusetts Institute of Technoh)gy 8/23 9/03
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VISITOR and

AREA OF RESEARCH

Fu, Jinghua

Computer Science

Gottlieb, David

Applied b',i Numerical Math,

Grosch, Chester

Physical Sciences Fluid Mechanics

Habermehl, Peter

Computer Science

Huston, Kerry

Physical Sciences Flow Control

Jackson, Tom

Physical Sciences Fluid Mechanics

Kapania, Rakesh

Applied g4 Numerical Math

Keyes, David

Computer Science

Kopetz, Herman

Computer Science

Lallemand, Pierre

Co'nqruter Science

Lin, Chuang

Physical Seienees Flow Control

Llorente, Ignacio

Applied t'_ Numerical Math

Longman, Richard

Physical Sewnees Flow Control

AFFILIATION

Old Dominion University

Brown University

Old Dominion University

University of Paris 7

Virginia Polytechnic Institute and

State University

University of Illinois, Urbana

Virginia Polyte(:hnic Institute and

State University

Old Dominion University

Technische Universitaet Wien, Austria

Centre National <te la Recherche

Scientifique, France

National Tsing Hua University

Universidad Comi)lutense , Spain

Columbia University

DATE OF

VISIT

6/01 10/7

6/28 7/01

7/26 7/29

8/23 8/25

5/03 5/07

7/05 7/30

8/02 8/13

5/24 8/13

9/20 9/24

8/09 8/20

9/20 9/24

5/17 5/28

7/12 7/23

7/23 7/28

8/01 9/24

8/09 2/28/00

7/05 7/30

6/07 7/09

8/02 9/03
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VISITOR and
AREA OF RESEARCH

Mahadevan, Sankaran

Applied _'_ Numerical Math

Mattsson, Ken

Applied _ Numerical Math

Mendler, Michael

Computer Science

Milder, Seth

Computer Science

Montero, Ruben Santiago

Applied _'4 Numerical Math

Naguib, Ahmed M.

Physical Sciences Flow Control

Nash, Stephen

Applied _4 Numerical Math

Nordstrom, Jan

Applied _'t Numerical Math

Prieto, Manuel

Applied _ Numerical Math

Roe, Philip

Applied _ Numerical Math

Schneider, Frank

Computer Science

Shu, Chi-Wang

Physical Sciences Fluid Meehanies

Siminiceanu, Radu

Computer Science

AFFILIATION

Vanderbilt University

Ut)psala University, Sweden

SheffiehI University. United Kingdom

George Mason University

Universidad Comt)lutense, Spain

Michigan State

George Mason Uifiversity

The Aeronautical Research Institute

of Sweden

Universidad Comt)lutense (te Madrid,

Spain

University of Michigan. Ann Arbor

California Institute of Technoh)gy

Brown University

The College of William & Mary

DATE OF

VISIT

8/01 8/31

5/o3 5/28

5/14 6/03

6/07 8/13

7/o5 8/27

6/07 71o2

8/09 8/13

6/21 7/09

7/12 8/13

8/30 9/03

7/12 7/16

8/16 8/30

7/19 8/13
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VISITOR and

AREA OF RESEARCH AFFILIATION

DATE OF

VISIT

Tsynkov, Semyon

Applied _"_'Nu'merieal Math

Tel Aviv University, Israel 6/28 9/24

Turkel, Eli

Applied &' Numerical Math

Tel Aviv University, Isra(,l 6/28 8/06

van Leer, Bram

Applied _'_'Num, erical Math

University of Michigan, Ann Arbor 9�or 9/10

Venditti, David

Applied _:i Numer'ical Math

Massachusetts Institute of Technology 7/02-7/30

Xu, Kun

Applied _:YNumerical Math

The Hong Kong University of Science

and Technology

6/10-8/la

Yefet, Amir

Applied _:f Numerical Math

New Jersey Institute of Technology 8102-8/13
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OTHER ACTIVITIES

O11 April 27, 1999, ICASE and NASA Langley Research Center co-sponsored the Third Biennial Theodor-

sen Lectureship Award. Mark V. Morkovin, Professor Emeritus, Illinois Institute of Technology, was pre-

sented this award for his lifetime eontritmtions to aerodynamics and turbulence research. His award lecture

entitled "On Fluid Mechanics, Instabilities, Turbulence and Chaos" was presented at the Pearl Young Ttle-

ater with over 100 in attendance.

On May 23 26, 1999, ICASE, NASA Langley Research Center, Old Dominion University, and The

College of William and Mary co-sponsored the ParalM CFD'99 Conference at the Williamsburg Hospitality

House in Williamsburg, VA. This conference fl,atured many diverse reahns of phenomelm in which fluid

dynamical sinmlations play a critical role. There were 125 attendees, and a formal proceedings will be

imblished by Elsevier.

On June 22 25, 1999, CEAS, AIAA, ICASE, and NASA Langley lqeseareh Center co-sponsored the

International Forum on Aeroelasti_:ity and Structural Dynamics 1999, held at. the Williamsburg Hospitality

House in V_'illiamsburg, VA. This Forum allowed scientists and engineers from industry, government, and

universities to exchange knowledge and results of current studies and to discuss directions for flmlre research

and development fi)r aircraft and spacecraft dynamics. There were 176 participants, and NASA Langley

published tile proceedings.
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ICASE STAFF

I. ADMINISTRATIVE

Mamwl D. Salas, Director. M.S.. Aer(mauti('s and Astronautics. Polytechnic Institute of Brooklyn. 1970.

Fluid Mechanics and Num_wic;ll Analysis.

Linda T. Johnson, Office and Financial Administrator

Barbara A. Car(tasis, A(lministratiYe Secretary

Etta M. ,Morgan, Ac('ounting Supervisor

Enlilv N. Todd, Conference Manager/Executive Assistant

Shamlon K. Verstynen, Information Technologist

Gwendolyil W. Wesson. Contract Accounting Clerk

Shout)en Zhou, Systems Manager

Peter .|. Kearney, Stu(tent Assistant

II. SCIENCE COUNCIL

Dax, id Gottlieb. (Chair) Professor. Division of Applied Mathematics, Brown University.

Lee Bea('h, Pr()ft,ss()r, Department of Physics, Computer Science & Engineering, Christopher Newport Uni-

versity.

Frant:ine Berman, Professor, Departnwnt of Computer Science & Engineering, University of California-San

Diego.

,h)set)h E. Flaherty, Amos Eaton Professor. DeI)artments of Computer Science and Mathematical Sciences,

Rensselaer Polyte('hnic Institute.

Get)ffrey Fox, Dire('tor. Northeast Parallel Architectural Center, Syracuse University.

Forrester Johnson, Aerodynamics Research, Boeing Commercial Airplane Group.

Robert W. MacCormack, Professor, Det)artment of Aeronautics and Astronautics, Stanford University.

Stanley G. Rubin. Professor. Det)artment of Aerosl)ace Engineering and Engineering Mechanics, Uniw,rsity

of Cincinnati.

56



ManuelD. Salas,Director,Institutefor ComlmterApplicationsinScienceandEngineering,NASALangley
ResearchCenter.

III. RESEARCHFELLOWS

Dimitri Mavriplis- Ph.D.,MechanicalandAerospaceEngineering,Princet<mUniversity,1988.Applied&
NumericalMathematics[GridTechni(tuestbr ConqmtationalFhfidDynamics].(February1997to August
2001)

PiyushMehrotra- Ph.D.,ComputerScience,Universityof Virginia,1982.ComputerScience[Programming
Languagesfor MultiprocessorSystems].(January1991to September1999)

IV. SENIOR STAFF SCIENTISTS

ThomasW.Crockett- B.S.,Mathematics,TheCollegeof William& Mary,1977.ComputerScience[System
Softwarefor ParallelComputing,ComputerGral)hics,andScientifi('Visualization].(February1987to
August 2000)

R. Michael Lewis - Ph.D., lkiathematieal Sciences. Rice University, 1989. Applied & Numerical Mathematics

[Multidisciplinary Design Ot)timization]. (May 1995 to August 2000)

.]osip Lon_:arid- Ph.D., Applied MatheInatics, Harvard University, 1985. Applied & Numerical Mathematics

[Multidisciplinary Design Optimization]. (March 1996 to August 2001)

Kwan-Liu Ma - Ph.D., Comtmter Science, University of Utah, 1993. Computer Science [Visualization]. (May

1993 to September 1999)

Robert tlubinstein - Ph.D., Mathematics, Massachusetts Institute of Te(:hnology, 1972. Fluid Mechanics

[Turt)ulence Modeling, Turbulence Management, and Acoustics]. (May 1998 to August 2001)

David Sidilkover - PhD., Applied Matheinatics, The Wcizmann Institute of Science, 1989. Applied &

Numerical Mathematics [Numerical Analysis and Algorithms]. (November 1994 to Noveml)er 1999)

V. SCIENTIFIC STAFF

Brian G. Allan - Ph.D., Mechanical Engineering, University of California at Berkeley, 1996. Applied &

Numerical Mathematics [Multidiseiplinary Design Optimization]. (February 1996 to November 1999)

Eyal Arian - Ph.D., Applied Matlmmatics, The \_izmami Institute of Science. Israel, 1995. Applied &

Numerical Mathematics [Multidisciplinary Design Optimization]. (Octol)er 1994 to August 1999)

Po-Shu Chen - Ph.D., Aerospace Engineering, University of Coh)rado-Boulder, 1997. Physical Sciences

[Comtmtational Structures]. (Jammry 1998 to October 1999)
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Roger C. Hart - Ph.D., Physics, University of Tennessee, 1991. Physical Sciences [Measurement Science and

Technology]. (December 1998 to October 1999)

G(waht Liittgen - Ph.D.. Conll)uter Science, University c)f Passau. German.v, 1998. C()mtmter Science [Formal

Methods Research for Safety Critical Systems]. (October 1998 to August 2000)

Li-Shi Lu() - Ph.D., Physics, Georgia Institute of Technology, 1993. Comlmter Science [Parallel Algorithms].

(November 1996 to Octol)er 1999)

Cesar A. Mufioz - Ph.D.. ComI)uter Science, University of Paris 7, 1997. Comt)uter Science [Formal ,Methods

Research fi)r Safety Critical Systems]. (May 1999 to April 2001)

Zoubeida Ounaies - Ph.D., Engineering Science and Mechanics. The Pennsylvania State University, 1995.

Physical S('ien('es [Characterization of Advanced Piezoelectric Materials]. (March 1999 to November 1999)

Alexander Povitsky - Ph.D.. Mechanical Engineering, Moscow Institute of Steel and Alloys Technolog.v

(MISA). Russia, 1988. Computer Science [Parallelization and Fornmlation of Higher Order Schemes for

Aeroacoustics Noise Propagation]. (October 1997 to August 2000)

VI. VISITING SCIENTISTS

Sang-Hyon Chu - Ph.D.. Chemical Engineering, Seoul National University, 1998. Physical Sciences [Smart

Materials and Flow Control]. (March 1998 to July 1999)

Boris Diskin - Ph.D.. Applied Mathematics, The X_,_izmann Institute of Science, Israel, 1998. Teaching

Assistant. The Weizmann Institute of Science, Israel. Applied & Numerical Mathematics [Convergence

Acceleration]. (.luly 1998 to September 2000)

Cllaung Lin - Ph.D.. Nuclear Engineering, University of California-Berkeley, 1983. Professor, Department of

Engineering and System Science. National Tsing Hua University, Taiwan. Physical Sciences [Flow Modeling

fron| Experimental Data and Real-time Control Using Predictive Control Te(:hniques]. (August 1999 to

Fet)ruary 2000)

Cord-Christian Rossow - Ph.D., Aerospace Engineering, Technical University of Braunschweig, Germany,

1988. Branch Head, Dr.-Ing, DLR, Institute of Design Aerodynamics, Germany. Al)plied & Numerical

Mathematics. (February 1999 to August 1999)

David R. Picasso- M.S., Manag(,ment, Stanfor(l University, 1993. NASA Retired. Computer Science.

(.January 1999 to July 1999)

Linda Stals - Ph.D., Mathematics, Australian National University, 1996. Post-Dec, Department of Computer

Science, Old Donfinion University. C()mputer Science [Parallel hnplieit Multilevel Algorithms]. (November

1998 to Octoher 1999)

Nail K. Yamaleev - Ph.D.. Numerical Methods and Mathematical Modeling, Moscow Institute of Physics

and Tectmology. 1993. Senior Research Scientist, Department of Computational Mathematics, Institute of

Mathemati('s. Ufa, Russia. Physical Science [Flui(l .\Iechanics]. (February 1999 to Sel)tember 1999)
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YeZhou- Ph.D.,Physics, Tile College of William & Mary, 1987. Department of Aerospace Science Engi-

neering, Tuskegee University. Fhfid Mechanics [Lattice Boltzmann Method to Gas Liquid Flow]. (October

1998 to May 1999)

VII. SHORT-TERM VISITING SCIENTISTS

Dov S. Bai - Ph.D., Applied Mathematics, Weiznlann Institute of Science, 1985. Research S('ientist, Wright-

Patterson Air Force Base. Applied & Numerical Mathematics. (July 1999)

Nikolaj S. Bjorner - Ph.D., Computer Science, Stanford University. 1998. Computer Scientist, Kestrel

Institute. Comlmter Science. (August 1999 to S(_t)tember 1999)

Barbara Chapman - M.S.. Mathematics, University of Canterbury. Christchur(:h, New Zealand, 1985. As-

sistant Professor, Department of Computer S(:ience, University of Houston. Computer Science. (August

1999)

Gianfranco Ciardo - Ph.D., Computer Science, Duke University, 1989. Assistant Professor, The College of

William & Mary. Computer Science [Formal Methods]. (July 1999 to August 1999)

William O. Criminale - Ph.D., Aeronautics, Tim ,Johns Hol)kins University,-1960. Professor, Det)artment of

Applied Mathematics. University of Washington. Fluid Mechanics. (September 1999)

Da_,id L. Darmofal - Ph.D., Aerospace Engineering, Massachusetts Institute of Technol()gy, 1993. Assistant

Professor, Department of Aeronautics and Astronautics, Massachusetts Institute of Technology. Applied &

Numerical Mathematics [Convergence Acceleration]. August 1999 to September 1999.

Peter Hal)ermehl - Ph.D., Computer Science, VERIMAG, University Joseph Fourier, Grenoble, France, 1998.

Assistant Professor, LIAFA, University of Paris 7, France. Computer Science. (August 1999)

Thomas L. Jackson - Ph.D., Mathematics, Rensselaer Polytechnic Institute, 1985. Senior Research Scientist,

Center for Simulation of Advanced Rockets, University of Illinois. Fluid Mechanics [Laminar Flow Control].

(September 1999)

Rakesh K. Kapania - Ph.D., Aerospace, Purdue University, 1985. Professor, Department of Aerospace &

Ocean Engineering, Virginia Polytechnic Institute and State University. AI)plied & Numerical Mathematics

[Multidisciplinary Optilnization]. (August 1999)

Herman Kopetz - Ph.D., Physics, University of Vienna, Austria, 1968. Professor, Det)artment of Computer

Science, Technical University of Vienna, Austria. Computer Science [Formal Metho(ts]. (.July 1999)

Pierre Lallemand - Ph.D., Physics, Universite de Paris, 1966. Director of Research, Centre National (t(' la

Recherche Scientitique, A.S.C.I., Universite Paris-Sud. Comt)uter Science. (August 1999 to Septeml)er 1999)

Ignacio M. Llorente - Ph.D., Computer Science, Complutense University of Madrid, Spain, 1995. Associate

Professor, Department of Computer Architecture, Comt)lutense University of Madrid, St)ain. Applied &

Nmnerical Mathematics [Convergent(, Acceleration]. (July 1999)
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SankaranMahadevan- Ph.D.,Civil Engineering, Georgia Institute of Technology, 1988. Associate Professor,

Department of Civil Engineering, Vanderbilt University. Applied & Numerical Mathematics [Managing

Uncertainties]. (August 1999)

Michael Mendler - Ph.D.. Computer Science, University of Edinburgh, 1993. Associate Professor, Depart-

ment of Comtmter Science, University of Sheffield, United Kingdom. Computer Science [Formal Methods].

(May 1999)

Ahmed M. Naguib - Ph.D., Mechanical and Aerospace Engineering, Illinois Institute of Technology, 1992.

Assistant Professor. Departmem of Mechanical Engineering, Michigan State University. Physical Sciences

[Surface-mounted Sensor for Active Flow Control]. (June 1999 to July 1999)

Stephen G. Nash - Ph.D., Computer Science, Stanford University, 1982. Associate Dean, School of hfforma-

tion Te('hnoh)gy and Engineering, George Mason University. Applied & Nmnerical Mathematics [Managing

Un('ertainties]. (August 1999)

Philip Roe - Ph.D., Aeronautics. University of Carol)ridge, United Kingdom, 1962. Professor, Department

of Aerospace Engineering, University of Michigan. Applied & Numerical Mathematics. (August 1999 to

Septeml)er 1999)

Francis L. Schneider - Ph.D., Elementary Particle Physics, Ohio University, 1974. Meml)er of Engineering

Staff Senior Muhi(tiscit)tinary, .let Propulsion Laboratory, California Institute of Technology. Comtmter

Science [Formal Metho(ls]. (July 1999)

Eli Turkel - Ph.D.. Applied Mathematics, New York University, 1970. Associate Profi+ss()r, Department

of Applie<l Mathematics, Tel Aviv University, Israel. Applied & Numerical Mathematics [Convergen('e

Aeceleration]. (June 1999 to August 1999)

Brain van Leer - Ph.D., Theoretical Astrophysics, Leiden State University, The Netherlands, 1970. Pro-

lessor, Department of Aerospace Engineering, University of Michigan. Applied & Numerical Mathematics

[Convergence Acceleration]. (September 1999)

Kun Xu - Ph.D., Astrophysics, Columbia University, 1993. Assistant Professor, Department of Mathematics,

The Hong Kong University of Science and Technology, Hong Kong. Applied & Numerical Mathematics

[Developing Gas Kinetic Schemes]. (June 1999 to August 1999)

Amir hi_fl, t - Ph.D.. Applied Mathematics, Tel Aviv University, 1999. Post-doe, Department of Mathe-

matical Sciences. new Jersey Institute of Technology. Applied & Numerical Mathematics [Computational

Ele('tronlagneties]. (August 1999)

VIII. ASSOCIATE RESEARCH FELLOW

David E. Keyes - Ph.D., Applied Mathematics, Harvard University, 1984. Computer Science [Parallel Nu-

nleri('al Algorithms]

6O



IX. CONSULTANTS

Saul Abarbanel - Ph.D., Theoretical Aer()dynamics, Massachusetts Institute of Technology, 1959. Professor,

Department of Applied Mathematics, Tel Aviv University. Israel. Apt)lied & Nunlerical Mathemati(:s [Global

Boundary Conditions for Aerodynamics and A(,roacoustic Computations]

Ponnampalam Balakumar - Ph.D., Aeronautics and Astronautics, Massachusetts Institute of Technology,

1986. Associate Professor, Department of Aerost)ace Engineering, Old Dominion Univ(,rsity. Fluid Mechani(:s

[Stability and Transition]

H. Thomas Banks - Ph.D., Applied Mathematics, Purdue Universit.v, 1967. Professor. Department of Math-

ematics, Center for Res_arch in Scientific Computations, North Carolina State Uniw_rsity. At)plied & Nu-

merical Mathematics [Control Theory]

Richard W. Barnwell - Ph.D.. Engineering Mechanics. Virginia Polytechnic Institute and Stat(' University.

1968. Professor, Del)artment of Aerospace and Ocean Engineering, Engineering Science and Mechanics.

Virginia Polytechnic Institute and State University. Fluid Mechanics [Turbulence Modeling]

Oktay Baysal - Ph.D., Mechanical Engineering, Louisiana State University, 1982. Eminent Scholar and Pro-

fessor, Department of Aerospace Engineering, Old Dominion University. Applied & Numerical Mathematics

Achi Brandt - Ph.D., Mathematics, The Weizmann Institute of Seience_ 1965. Professor, Department of

Applied Mathematics, The Weizmann Institute of Science, Israel. Applied & Numerical Mathematics [Con-

vergence Acceleration]

Ayodeji O. Demuren - Ph.D., Mechanical Engineering, hnperial College London, United Kingdom, 1979.

Associate Professor, Department of Mechanical Engineering and Mechanics, Old Dominion University. Fluid

Mechanics [Numerical Modeling of Turbulent Ftows]

David Gottlieb - Ph.D., Numerical Analysis, Tel-Aviv University, Israel. 1972. Ford Foundation Professor &

Chair. Division of Applied Mathematics, Brown University. Applied & Numerical Mathematics [Boundary

Conditions for Hyperbolic Systems]

.Chester E. Groseh - Ph.D., Physics and Fluid Dynamics, Stevens Iilstitute of Tchnology, 1967. Profes-

sor, Det)artment of Computer Science and Slover Professor, Department of Oceanography, Oht Doininion

University. Fluid Mechanics [Turbulence and Acoustics]

Jan S. Hesthaven - Ph.D., Applied Mathematics/Numerical Analysis, Technical Univ(,rsity of Denmark.

1995. Visiting Assistant Professor, Division of Applied Mathematics, Brown University. Physical Sciences

[Colnputational Ele(:tromagnetics]

Fang Q. Hu - Ph.D., Applied Mathematics, Florida State University, 1990. Assistant Professor. Department

of Mathenlatics and Statistics, Old Dominion University. Fluid Mechanics [Aeroacoustics]

Osallla A. Kandil - Ph.D., Engineering Mechanics, Virginia Polytechnic Institute and St at(' University, 1974.

Professor and Eminent Scholar of Aerospace Engineering and Chair, Department of Aerospace Engineering,

Old Dominion Univ('rsity. Applied & Nmneri(:al Analysis [Computational Fluid Dynamics]
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FrankKozusko- Ph.D.,ComputationalandAppliedMathematics,OldDominionUniversity,1995.Assistant
Professor,Departnu'ntofMathematics,HamptonUniversity.FluidMechanics[AirfoilDesign]

DavidG. Lasseigne-Ph.D.,At)pliedMathenlatics,NorthwesternUniversity,1985.AssistantProfessor,
Departmentof MathematicsandStatistics,OldDonfinionUniversity.FhfidMechanics[Asymptoticand
NumericalMethodsfin"ComputationalFhfidD,vnanfies]

lqichardW. Longman- Ph.D.,AerospaceEngineering,Universityof California-SanDiego,1969.Profes-
sor.Departmentof MechanicalEngineering,Columl)iaUniversity.PhysicalScience[System/Disturbance
IdentificationforFlowControl]

Kurt Malv- Ph.D.,ComputerScience,CourantInstitute,NewYorkUniversity,1973;KauflnanProfessorand
Chair,Departmentof ComputerScience,OhtDominionUniversity.ComputerScience[HighPerformance
Communication]

.lamesE. Martin- Ph.D.,AppliedMathematics,BrownUniversity,1991. Assistant Pi'ofi,ssor, Department

of Mathematics. Christot)her Newport University. Fluid Mechanics [Turbulence and Computation]

.lan Nordstrom - Ph.D., Numerical Analysis, Uppsala University, Sweden, 1993. Senior Scientist, The Aero-

nautical Research Institute of Sweden. Applied ik Numerical Mathenlatics [Global Boundary Conditions fi)r

Aerodynamic and Aeroacoustic Comtmtations]

Alex Pothen - Ph.D.. Applied Mathematics, Cornell Ulfiversitv, 1984. Professor, Department of Comlmter

Science, Old Dominion University. Computer Science [Parallel Numerical Algorithms]

Viktor Ryaben'kii - Ph.D., Stability of Difference Equations, Moscow State University, 1953. Leading Re-

search Scientist, Keldysh Institute for Applied Mathematics, Russian Academy of Sciences and Full Professor.

Department of Control and Applied Mathematics, Moscow Institute of Physics and Technology. Applied &

Numerical Mathematics [Global Boundary Conditions for Aerodynamic and Aeroacoustic Computations]

Chi-Wang Shu - Ph.D., Mathematics, University of Califi)rnia-Los Angeles, 1986. Associate Professor. Divi-

sion of Applied Mathematics. Brown University. Fhfid Mechanics [Computational Aeroacoustics]

Ralph C. Smith - Ph.D.. Mathematics, Montana State University, 1990. Assistant Professor, Det)artment of

Mathematics. Iowa State University. Applied & Numerical Mathematics [Ot)tixnal Control Techniques for

Structural Acoustics Problems]

Siva Thangaxn - Ph.D., Mechanical Engineering, Rutgers University, 198{}. Professor, Depart nlent of Mechan-

ical Engineering, Stevens Institute of Technology. Fhfid Meclmnics [Turbulence Modeling and Sinmlation]

Virginia Torczoll - Ph.D., Mathematical Sciences, Rice University, 1989. Assistant Professor, Department of

Comtmter Science, The College of William & Mary. Computer Science [Parallel Algorithms for Ot)timization

hwhuting Multidiscil)linary Optimization]

Michael W. Trosset - Ph.D., Statistics, University of California-Berkeley, 1983. Department of Mathematics,

The ('ollege of William & Mary. Applied & Numerical Mathematics [Multidiseiplinary Optimization]
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Semyon V. Tsynkov- Ph.D., Computational Mathematics, Kehtysh Institute for Applied Mathematics. Rus-

sian Academy of Sciences, 1991. Senior Lecturer, Detmrtment of At)plied Mattmmati('s. Tel Aviv University,

Israel. Apt)lied & Numerical Mathematics [Global Boundary Conditions for Aerodynamic and Aeroacoustie

Computations]

Robert G. Voigt - Ph.D.. Mathematics, University of Maryland, 1969. Professor, Computational Science

Program, The College of William & Mm'y. Computer Science [High Performance Comtmting]

Xiaodong Zhang - Ph.D., Comtmter Scient:es. Uniw_rsity of Colorado-Bouhter, 1989. Professor, Department

of Computer Science, The College of William & Mary. Comtmter Science

Hans Zima - Ph.D., Mathemati(:s, University of Vi(,mla. Austria, 1964. Professor, Institute for Software

Teetmology and Parallel Systems, University of Viemm, Austria. Comtmter S('ien('e [Coml)iler Develol)ment

for Parallel and Distributed Multil)roeessors]

Mohammad Zubair - Ph.D., Coinputer Science, Indian Institut(' of Technoh)gy, Delhi. India, 1987. Professor,

Department of Comt)uter Science, Oht Dominion University. Computer Science [Performance of Unstruc-

tured Flow-solvers on Multi-processor Machines]

X. GRADUATE STUDENTS

Ahmed H. AI-Theneyan - Det)artment of Computer Science, Ohl Dominion University. (May 1999 to Present)

Abdelkader Baggag - Det)artment of Comlmter Science, Purdue University. (Set)tember 1995 to Present)

Jinghua Fu - Department of Computer Science, Old Dominion University. (.]uIw 1999 to Present)

Kerry S. Huston - Department of Mechanical Engineering, Virginia Polytechni(' Institute and State Univer-

sity. (May 1999 to August 1999)

David A. Hysom - Department of Computer Science, Old Dominion University. (Octol)er 1997 to Present)

Michele Joyner - Department of Mathematics, Center for Research in Scientific Conqmtation, North Carolina

State University. (June 3-9, 1999)

Hye-Young Kim - Department of Aerost)ace Engineering, Texas A&M University. (January 1999 to Present)

Ken Mattsson - Department of Scientific Computing, Uppsala University, Sweden. (May 1999)

Seth D. Milder - Department of Physics and Astronomy, George Mason University. (Sei)temt)er 1997 to

Present)

Ruben Montero - Departamento de Arquitectura de Computadores y Automatica, Universidad Complutense,

Madrid, Spain. (July 1999 to August 1999)

Kara Schumacher Olson - Departnmnt of Comtmter Science, Oht Dominion University. (January 1999 to

August 2000)
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Juan A. Pelaez - Department of Aerospace Engineering, Old Dominion University. (March 1999 to Present)

Manuel Prieto-Matias - Del)artamento de Arquitectura de Computadores y Automatica. Universidad Com-

t)lutense, Madrid, Spain. (July 1999 to August 1999)

Kevin Roe - Department of Computer Science, The College of William & Mary. (May 1995 to May 1999)

Radu I. Sinfiniceanu - Departnmnt of Comtmter Science, The College of William & Mary. (July 1999 to

Present)

David Venditti - Department of Aeronautics and Astronautics, Massachusetts Institute of Technology. (June

1999 to July 1999)

Li Xiao - Det)artment of Comtmter Science, The College of William & Mary. (June 1999 to August 1999)

XI. STUDENT ASSISTANTS

Qian Zhou - School of Engineering and Applied Science. University of Virginia. (June 1999 to July 1999)
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